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PRINCIPAL'S DESK

The motto of our college is "tejaswinavdhitamastu".
The larger essence of any learning system is to
spread the ray of knowledge and wisdom to
eradicate all darkness among the individuals. We
impart knowledge to the students and along with it
attempt to inculcate among them - wisdom,
compassion and a humanitarian spirit to reach out to
the social world. Hence we by engaging our students
to be what and how ought to be a citizen of a civil
society strive our best to follow the message taught
to us by our great literature and our lived experience of the environment
and ecology. The importance of Discipline, values and integrity are the very
foundation of this College. Besides rigorous scholastic programmes, we
seek to develop and nurture the different facets of a Student. For attaining
this goal, the college encourage the students to be self aware about various
environmental problems that are exponentially increasing in the world.
Extensive deforestation is among one of the many reasons that has been
converting green Delhi into a concrete jungle. We aim to find our strengths
in order to reach the true potential to nurture oneself by nurturing and taking
care of one's own environment.

Environmental Studies is an interdisciplinary academic field which
systematically studies human interaction with the environment in the interests
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of solving complex problems of our ecology. It is a broad field of study that
includes the natural environment, built environment, and the sets of
relationships between them. The field encompasses study in basic principles
of ecology and environmental science, as well as associated subjects such
as ethics, policy, politics, law, economics, philosophy, environmental sociology
and environmental justice, planning, pollution control and natural resource
management. The environment studies enlighten us about the importance
of environment and protection and conservation of the same vis-a-vis our
indiscriminate release of pollution into the environment. At present a great
number of environmental issues have grown in size and complexity day by
day, threatening the survival of mankind on earth. We study about these
issues besides and effective suggestions in the Environment Studies.

Environmental Science's Conferences provides unique platform for
eminent Professionals, Scientists, Researchers, Academicians, and
Entrepreneurs across the globe to participate and share their research
advancements and new technologies. It provides an integrated, quantitative
and interdisciplinary approach to study the environmental systems and find
solutions to resolve the problems associated with it for sustainability. To
explore the issues, innovations and integrated approaches towards
environmental sustainability, Rajdhani College initiated the Environmental
Science Conference in the 2019 handling issues such as Climate Change,
Biodiversity loss, Health and Environment, Social Perspectives of
Environment etc. the aim of this conference was to enlighten the scholars
and students of diverse discipline about the  problematic agendas of our
own environment that we overlook. The issues of gravity relating to our
environment and ecology are discussed and addressed here comprehensively
to sensitise ourselves regarding them.
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WELCOME MESSAGE

It was a great pleasure to welcome scientists,
academicians, delegates and students to the
"National Conference on Emerging Challenges
of Environmental Health, Society and Policies"
on February 15th - 16th, 2019. The topics of this
conference viz. Environmental Health, Social
Issues pertaining to Environment, and
Environmental Policies, are indeed diverse;
covering almost every aspect related to
environmental problems and related solutions. The
conference is all set to declare every human being that freedom from
environmental problems is ensured only by managing them articulately.

The permanent subject of life is "Development". But in the fast pace of life,
Human Beings regarded "development" as speed-increasing, scope-
expanding and per-capita GNP-raising. While enjoying the gains, this
"development" offers, people have forgotten that the environment is being
damaged. The rapid urban developments have created multiple risk scenarios
and imbalances in the environment, because of which the civilization is
most vulnerable to varied natural and health catastrophic disasters. All these
concerns require continuous scrutiny and analysis. Sustainable development
is the need of the hour to establish a new idea of development and realize its
revolution, which stays in the environment and all resources. In order to
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reduce poverty, there has to be continuous pursue of economic growth, but
growth cannot continue without the awareness of the environment. This
contemporary world is facing unprecedented ecological crisis that can only
be resolved by adopting scientific innovations and practices, which are
environmental friendly and which will be able to provide social and economic
benefits at large.

Thethematic impetus of this conference seeks to provide a transformative
approach to environment and development that will ensure social, economic
and environmental benefits to the society. A balance between economic
growth and care of the environment is needed to prevent environmental
degradation, which outcomes as less economic productivity and imperil
health.Therefore, promoting and reinforcing the use of renewable resources,
replacing conventional fuels by other renewable energies, etc. will contribute
to the preservation of ecosystem. I am sure that the outcome of the
conference will bring viable information to the academicians and scientific
communities and will provide the best exposure to the students, researchers
and teaching faculties of the college.

The two-day conference is lined up with 5 plenary lectures,  more than 35
oral & poster presentations. I hope that the participants of the conference
found it interesting and beneficial through interactions and exchange of
knowledge with eminent speakers and researchers.

I, along with the organizing committee and editors, would like to thank all
the authors for their contribution of excellent papers, and sponsors for their
sturdy support. My heartfelt thanks to the Advisory Committee and many
student volunteers whose munificent support have the made the conference
possible.

Dr. Pankaj Garg

Convenor,

National Conference on Emerging Challenges of Environmental Health,
Society and Policies - 2019
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MESSAGE

A better understanding of environmental issues
relevant to social equity and ecological security
forms the basis of prioritizing interdisciplinary
research and developing scientifically sound
policies. Examining economic and social aspects
of environmental challenges help in providing
sustainable solutions acceptable to the society as
well as the industry. In this context, the present
book entitled "Environment Health and Society"will not only serve as a
valuable compendium based on the proceeding of a national seminar held at
the Rajdhani College, University of Delhi but will also act as valuable
resource for the young under-graduate students to the scholars of
sustainability. In spite of vast literature on the fundamental concepts of
ecology and environment, scholars and teachers face challenges to relate
those concepts with the emerging environmental issues affecting society
and in evolving legal and technological solutions to address those issues.
Authors, young scholars to experts, from diverse disciplines like environment
and ecology, chemistry and physics, sociology and history, philosophy,
psychology, and sociology, participated and debated different contemporary
environmental issues of national and global importance. Close interaction
and discourse among scholars and experts from different discipline provide
an edge to the present book in developing a holistic view of important issues,
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such as biodiversity, pollution, ecosystem, and human health, emerging
technologiesfor environmental remediation, climate change and sustainable
development, and environmental philosophy and ethics. In total,
twentychapters covering more than  247 pages are presented in One sections
which includes thematic areas, such as Mechanisms and evidence of linking
air pollutants with non-communicable diseases, Environmental fate of
chemicals and emerging risks due to change in land use, Case studies on
groundwater pollution in urban ecosystems, Emerging technologies for
remediating contaminants and managing wastes, Impact of change in climate
on biodiversity, Use of models to assess biodiversity and predict impact of
pollutants on health, Impact of changing climate on biodiversity and sustainable
development, Increasing risks to environmental pollution due to changing
lifestyle, and Ancient wisdom, philosophy and environmental ethics. Such
an organization of the book citing current and important citations of the
primary source makes the book extremely useful for the young students to
budding scientists, to experts. An environmental account of toxicity from
presumably safe environmental chemicals, emerging technologies to treat
the waste, case studies revealing the importance of models in biodiversity
and health studies are fascinating readings. The book is not only rich in
primary data presented in lucid tables and self-explanatory figures but also
with novel ideas in both understandings and solving our complex
environmental challenges.

To sum up, the Book will provide a panoramic view of today's linkages
among environmental health, biodiversity, and quality of life. The case studies
presented in the book are contextualized in the broader debate on global
environmental issues. The readers will admire the organizers of the Seminar,
editorial and reviewer teams, and the authorswho have endeavored hard to
bring inter-disciplinary voices to present a harmonious picture of complex
environmental issues in the book.

Based on my experience, in post-graduate teaching and research on
ecological restoration and human well-being, of more than 20 years, I am
confident that this book will serve as an essentialstudy material for under-
graduate and post-graduate students, and a reference book for research
scholars and teachers engaged in training on the linkages between
environment, and sustainable development. Enjoy deep learning!

09January 2020

Dr Radhey Shyam Sharma

Professor
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CONFERENCE PROGRAM

The conference was inaugurated by Sh. Chandi Prasad Bhatt,the eminent
environmentalist and he delivered the keynote address. The editors feel
indebted to the teachers of the Environment Science Department, Rajdhani
College, Ms Sana Rahman, Dr. Tapasya Tomar, for their invaluable support
during the organization of the conference and in preparation of this book.
Special thanks is extended to Ms Mansi, Department of Chemistry, Dr Jyoti
Kasana and Dr Sooraj Department of Commerce,  and all other members
of the Committee on the Environment.

This book contains a compilation of selected papers presented at the
National Conference on Emerging Challenges of Environmental Health,
Society and Policies organized by the committee on Environment and Related
Issues [ERI], Rajdhani College in collaboration with the Department of
Environmental Studies, University of Delhi held on 15-16 Feb, 2019 at
Rajdhani College. After organizing the conference, the college presents this
edited volume of Proceedings to our readership containing Fourteen Peer
reviewed articles/research papers. In this volume, the authors address a
variety of Emerging Challenges of Environmental Health, Society and
Policies.

Mr. Rahat Zehra and Dr. Madhulika Singh mentioned the capability of
remote sensing and geographic information system to study the impact of
land use activities in the basin of river Yamuna. Their study gives an overview
of the possible reasons of pollution in brisk manner which helps initiate the
replenishment work of the water quality.
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Ms. Ritu Payal and Ms. Arti Jain examined the production of Activated
Carbon from corn cob (an Industrial waste) and its utilization in the treatment
of laboratory waste water using batch process for the remediation of
Eriochrome Black T (EBT).

Atul Goswami and Vandana Mishra identified a relationship between
the increasing levels of air pollution and the increasing incidences of diabetes
mellitus type 2.

Shafali Garg et al emphasized  the research on environmental routes of
the drug & chemistry of degradation products and its interactions with
different environmental phases.

Geetanjali Sageena observed that Drosophila mealanogaster might offer
a significant contribution in the field of medicine. She states that Drosophila
responds specifically to pathogens, discriminating between classes of surface
molecules on different intruders.

The work of Arti Jain and Priti Malhotra emphasized on the environment
friendly methodology for the treatment of waste water. According to their
approach, the application of rice husk for waste treatment can evolve as
economically sustainable and environmentally friendly approach to remove
toxic metals from water and soil.

Kavita Singh reviewed the impact of climate change in terms of
atmospheric carbon dioxide concentration (parts per million by volume) from
2000 to 2018 by taking under consideration the major taxonomic groups-
Mammals, Birds, Reptiles, Amphibians, Fishes, Insects, Molluscs, Other
Invertebrates, Fungi & Protists and plants.

Shipra Tyagi and Kiranmay Sarma monitoredtThe toxic metals such as
Cd, Cr, Ni,and Pb and results obtained show that majority of the samples
were found exceeding as per the suggested limits of the drinking water.
The dominance of the toxic metals is observed in the order of Ni > Cr > Pb
> Cd.

Pankaj Poria, Harveen Kaur, Deepak Rawat and Vandana Mishra
provided evidences on laboratory-based cell lines and animal models
confirmed dyes and dye metabolites as genotoxic, carcinogenic and
teratogenic.

P.C. Thapliyal, Vibhrant and A. Dixit discussed the various uses of
nanotechnology as well as the health and environmental effects of exposure
to nano-particles.
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Paromita Mukherjee, Radhey Shyam Sharma and Vandana Mishra
hypothesized that crystal violet dye might undergo phase-transfer in
environment, therefore, escape from degradation and mineralization during
traditional wastewater treatment.

Dr. Divya Sharma pointed out that the demands for a safe pollution
free and healthy environment, shall come within the scope of human rights.
The human rights would be strengthened by the amalgamation of
environmental concerns providing victims of environmental dilapidation the
opportunity of access to free and fast justice and enabling the expansion of
the scope of human rights protection and generation of concrete solutions
for cases of environment degradation.

According to Saiyami Bhardwaj, Pankaj Kumar, Vandana Mishra, Air
pollution consisting of PM is a complex mixture of neurotoxic metals and
compounds which induce inflammatory responses; amyloid beta
accumulation, oxidative stress, and microglia-mediated inflammation, thereby,
causing neurotoxicity. Neurodegenerative disorders are, therefore, a result
of collaborative interaction of various physiological and metabolic
mechanisms wherein the children and people of the least developed countries
are at a higher risk.

According to Sana Rehman, Nawin Kumar Tiwary, Abdul Jamil Urfi,
birds are important indicator of the habitat quality. The poor water, vegetation
condition, landscape characteristic, human presence can affect the birds
adversely. It is therefore, important to know the water quality status for the
health of the birds.



.
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blesa fo|kfFkZ;ksa dksa lfEefyr dj mudh lsok o f”k{kk dks ,dhd`r djds ;equk
unh ds i;kZoj.k dks lq/kkjus dk iz;kl djuk pkfg,A Hkys gh bldk ykHk
fo|kfFk;ksa dks ifj{kk esa ØsfMV ds rkSj ij ikfjrksf’kd fn;k tk,A blesa mudk
eukscy mpp vkSj n`<+ gksxkA eSaus tSlk fuosnu fd;k vkt ;g ladV fnuks fnu
xgjkrkj tk jgk gSa] vkSj ;g i;kZoj.k ladV ftl :i esa fodflr gksrk tk jgk
gSa mldk gesa /;ku ugha gSaA esjk vki lHkh ;qokvksa ls fuosnu gSa fd ;fn vki vHkh
ls tkxsaxs ugha rks vki lcdk Hkfo’; ladV esa gSaA esajk vk”k; vkidks Mjkuk ugha
gSa cfYd lPpkbZ crkuk gSaA vxj ge vkt ls gh lfØ; gks tk;sa rks tks ladV vkus
okyk gS mlls “kk;n cp tk;saA eSa fQj ls vkids egkfo|ky; ds izkpk;Z MkW- jkts”k
fxfj th dk ân; ls vkHkkjh gw¡ vkSj vki lc fo}r tuksa ls bl volj ij ckr
djus dk eq>s tks ekSdk mlds fy, lcddk ân; ls vkHkkjA

tSls vkius ;gk¡ lh ,u th pykbZ mlh izdkj fgeky; eSa Hkh ,lh ifjogu vkSj
ÅtkZ ds lzksr ds mldk vlj fuEure gksA gesa eq[;r;k ;g lkspuk gS fd tks



ckfj”k dh ekjd {kerk gSa] blds ckjs esa dsnkjukFk dh =klnh ds ckn xk¡o dh cguksa
us dgk] tkM+ks dh ckfj”k rks cQZ ds Åij te tkrh gSa xehZ esa ogha ikuh rkieku
ds c<+us dh otg ls xeZ gksdj uhps rsth ls mrjrk gSa] vkSj bl leL;k ds ewy
esa ogk¡ ds i;kZoj.k esa rkieku òf) ,d lcls cM+h otg gSaA vkt fgeky; ds
fgeufn;ksa vkSj Xys”kh;j ysdl dh gkyr T;knk vPNh ugha gSaA gesaa pkgs lM+d
cukuh gks ;k dqN vkSj Hkh fodkl dk dke djuk gks rks dksbZ =klnh gksus ds igys
gh oSKkfudksa ls lykg ys ysuh pkfg,A oSls Hkh iznw’k.k ls lEcfU/kr dbZ dkuwu cus
ij mudk Bhd ls vuqikyu ugha gks ik jgk gSaA

esjk vkgokgu gS fd o`{kksa vkSj ouLifr;ksa dks cukus ds dk;Z esa vki yksx
lg;ksx djsaA esjk fuosnu gS izkpk;Z th ls vkSj izksQslj flag ls fd ;equk dks
dqN&dqN nwjh rd ,MkIV djsa vkSj ,u- ,l- ,l- ds dk;ZØe dh rtZ ij lsok dj
ogk¡ lQkbZ vkSj tSo fofo/krk dks le`) cuk;saA

mudk Hkh dkQh ;ksxnku gS vkSj mldk ykHk LFkkfu; yksxksa dks Hkh feyrk jgrk
gSA efgykvksa us Hkh xk¡o&xk¡o esa laxBu cukdj i;kZoj.k lao/kZu dk dke vius
gkFk esa fy;kA mlds ifj.kke Hkh dkQh mÙke fudysA vkt gfj;kyh ykus dh
fo”ks’k vko”;drk gSa] vkSj gfj;kyh dk rkRi;Z dsoy cM+s isM+ gh ugha gSaA cfYd
NksVh ouLifr;k¡ tks fd o’kkZ ds izHkko ls mitrh vkSj iuirh gSa oks Hkh gfj;kyh
dk fgLlk gSaA

tSlk fd vkius lquk gksxk 2015&16 esa twu ds efgus esa mÙkjk[k.M esa vfr òf’V
gqbZ vkSj 18 gtkj ls vf/kd lSykuh Ql x, vkSj ldM+ksa yksx cgdj Fkk HkwL[kyu
dh otg ls tku xok¡ cSBsA vc loky ;g mBrk gS fd ,slh ckfj”k D;ksa gwbZ \ oSls
rks bldh otg oSf”od rkieku crk;k tk jgk gSa ij mlds ckotwn ogk¡ dh
ifjfLFkfd ij ;kf=;ksa ds vkokxeu ls gksus okys ncko dks Hkh gesa /;ku esa j[kuk
gksxkA dHkh iqjs lky esa cnzhukFk igq¡pus okys ;kf=;ksa dh la[;k 10]000 gksrh Fkh
vkt ,d fnu esa ogk¡ brus yksx igq¡prs gSaA ,sls cnyrs ikfjn`’; dk nq’izHkko gesa
,d fcxM+rh ikfjfLFkfr ds :i esa feyrk gSa tcfd ;fn fu;kstu viuk;k tk;s
rks ge ,slh vkink dkjh ifjfLFkfr ls cp ldrs gSaA

tSlk fd izksQslj vejthr flag th us Jf’kds”k ls pEck ds chp ds i;kZoj.k
ds ckjs esa viuh fpUrk O;Dr dh vkSj og dkQh ladV dkjh Hkh gSaA ijUrq Bsdsnkjksa
dks blls dksbZ eryc ugha gSaA gekjk ;g ekuuk gS fd tks nksgu djus  yk;d
lEink gSa mldk nksgu vo”; gks ij mldk nq’izHkko gekjs yksxksa ij tks ogk¡ jg
jgsa gSa mu ij u iM+sA bl izdkj ls ,sls tks ncko gSa gekjs i;kZoj.k ij budks dSls
de fd;k tk;\ ;g rks rHkh lEHko gSa tc uhps ls vkokt mBsxhA vkt bl fo’k;
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ij cgqr lkjk foKku lEer “kks/k py jgk gS ij ml “kks/k dk ykHk ogk¡ ds
HkqDr&Hkksxh yksxksa rd igq¡pk;s tkrs dh vko”;drk gSaA dbZ ckj ,sls “kks/k Mh- ,l-
Vh- dh vkyekjh esa cUn gks tkrs gSa] tcfd ;s phtsa tu lkekU; rd igq¡p dj mUgsa
ykHk nsaA

gekjs bl vkUnksyu esa isM+ dks cpkus ds fy, x<+oky vkSj dqekÅ¡ fo”ofo|ky;
ds ;qokvksa dh fo”ks’k Hkwfedk jghA mUgksaus iqjs mÙkjk[k.M+ esa tu tkxj.k fd;k]
nwljk gfj;kyh ykus ds dke esa mudk vHkwriwoZ ;ksxnku jgk vkSj ;g bZdks&Msoyies.V
ds uke ls izfl) gSaA fpidh ds lkFk&lkFk “kq: ou vkSj i;kZoj.k lao/kuZ f”kfoj
vkt Hkh py jgs gSaA vkids fo”ofo|ky; ds fofHkUu dkystksa ds Nk= Hkh mu
f”kfojksa esa dbZ ckj vkrs gSaA

;fn vki bl ij tjk Hkh ykijokgh fn[kk,axs rks oks vki gks dh fuxy ysxhA
ge bl ckr ij Hkh tksj nsrs gSa fd ifjos”k vkSj ifjfLFkfr ij gj fo”ofo|ky; esa
dk;ZØe gksrs jgus pkfg,A vxj fnYyh dk mnkgj.k ys rks ;gk¡ 80 ls vf/kd
dkyst gSa vkSj vxj yksx :fp ys rks ;gk¡ dh ;equk unh ds ckjs esa Bksl foKku
lEer tkudkjh miyCèk gks ldrh gSaA ;equk ds fdukjs tks jgus okys yksx gSa mu
rd Hkh igq¡pk tk;sA

i;kZoj.k ds dsUnz esa gSa fgeky; fgeky; ds ckjs esa lfn;ksa ls fy;k tk jgk gSaA
xhrk esa fy[kk x;k gSa fd fgeky; jh< dh gM~Mh gSa] vkt vki ns[k jgs gSa ekulwu
gSa] ekSle dk fu;U=d gSaA fgeky; fujUrj c<+ jgk gS vkSj vxj ge mlesa FkksM+h
Hkh NsM+&NkM+ djrs gSa rks HkwL[kyu vkfn tSlh leL;k vkjEHk gks tkrh gSaA mldk
izHkko gekjh ufn;ksaa ij iM+rk gSaA vkt ge ,d rjQ ge mldh ikfjfLFkfd; ij
ncko Mky jgs gSa vkSj ml ncko dk nq’ifj.kke iqjk ns”k Hkwxr jgk gSaA fgeky; ij
fodkl izHkko gSa] ctkj dk izHkko gSa] fgeky; ij fodkl dk izHkko gSa] cktkj dk
izHkko gSaA cktkj dk izHkko gSa] ogk¡ dh t¡xyks] ij dk ogk¡ dh tM+h&cqfV;ksa ij
[kfut lEink ij cktkj dh n`f’V gSaA cktkj dks ;s eryc ugha gSa fd mldk D;k
nq’izHkko fgeky; ij vkSj ogk¡ jg jgs yksxksa ij iMsxkA

tSlk fd vkius dks”kh ds ckjs esa lquk gSa 2008 esa blus 35 fdyksfeVj viuk ekxZ
cnykA fgeky; esa dgha Hkh ;fn dksbZ xMcMh gskrh gSa rks gekjh tks rhu ufn;k¡
gSa xaxk] czgeiq= vkSj flU/kq mu rhuksa ufn;ksa ij nq’izHkko iMs+xkA tcfd bu rhu
ufn;ksa dk lEcU/k iqjs ns”k ds lkFk gSa] ns”k dh 41% vkcknh bu ufn;ksa ds cslhu esa
clrh gSa ftldk {ks=Qy 43% ls Hkh vfèkd gSaA bu rhuksa ufn;ksa dk tks okVj ctV
gSa oks 63% gSaA vkt ;g le>us dh vko”;drk gS fd bu rhukas ufn;ksa ij ;fn T;knk
nq’izHkko iM+rk gSa rks og ns”k dh vFkZO;oLFkk] o i;kZoj.k dks lh/ks izHkkfor djsxkA
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vHkh gekjs chp fo}r ty] f”k{kd vkSj “kks/kdrkZ Hkh ekStwn gSa rFkk lcls vPNh
ckr gS fd tks ;qok gekjs le{k cSBs gSa os dy dks iz”kklu dk vf/kdkj xzg.k
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Abstract:    Heavy metals like chromium (VI) present in water effluents
from various industries have recently posed a serious threat to the
environment and human health. Rapid industrialization especially in tanneries,
metal plating facilities, batteries, paper and textile industries majorly release
chromium in large amounts and need urgent attention as it is a potential
toxin for humans and aquatic life. Silica nanoparticles (Nps) were prepared
from agricultural waste rice husk following  a green route of synthesis and
chromium was adsorbed on the surface of SiO

2
 Nps. Absorption of Cr (VI)

on the surface of SiO
2
 Nps by a batch absorption procedure was found to

be  pH dependent and altered the nanoparticle surface chemically. The pH



dependent absorption isotherm exhibited nonlinear Langmuir absorption
model. It was observed that silica nanoparticles were a promising adsorbent
for the removal of chromium from waste water  

Keywords: Rice husk, Nano silica, Toxic metals, Adsorption, Green
process

Introduction: One of the consequences of industrial food production
activities is the generation of high volumes of waste, whose disposal can be
problematic, since it occupies large spaces, and when poorly managed can
pose environmental and health risks for the population. The rice industry is
an important activity and generates large quantities of waste. The main
solid wastes generated in the rice production cycle include straw, husk, ash,
bran and broken rice. As an important staple food, rice is one of the majority
grown agricultural products of the world. Therefore rice husk becomes the
most widely available agricultural waste. An insight into its composition and
morphology, clearly indicate towards its various applications. Rice husk
consist of 75-90% organic matter such as cellulose, lignin etc [1] and the
remaining components are silica, alkalis and other trace elements. High
amount of silica is present in biomass of ash from rice husk and so its
applications have a fairly wide range. Both industrial and domestic application
of rice husk (RH) and rice husk ash (RHA) are attributed to their potential
adsorption capacities and surface morphology leading to catalysis applications
[2-3].

Rice plants cumulate silica through polymerization of the water soluble
silicic acid (H

4
SiO

4
) absorbed from soil into insoluble polysilicic acids,

followed by precipitation as amorphous silica and deposition in exterior plant
cell walls. In this process, rice acts as a bio-refinery factory for high quality
amorphous silica[4-5]. World’s annual rice residue output is estimated to be
around 600 million tons. From the reported 10–20% hydrated silica by mass
of the dry rice residue, straw and husk represent 60–120 million tons annual
potential. Deriving silica from rice husk has been extensively reported in
the last two decades. With more than two thirds of the rice residues being
rice straw, silica derived from rice straw has twice of the potential of rice
husk. The objective of present work was to develop an efficient route to
extract amorphous silica from rice straw in high purity and then conversion
into nanosilica for further applications [6-7].

 Chromium is a toxic heavy metal being released in the environment by
applications like tanning, wood preservation and pigments, dyes for plastic,
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paints, and textiles. Chromium occurs in a number of oxidation states, but
chromium (VI) and chromium (III) are of main environmental concern [8-
10]. Extensive work has been reported for the removal of chromium
employing waste agricultural materials.

By using the rice husk, remediation of waste water can be done by
removing toxic heavy metals from it. The application of rice husk for waste
treatment can evolve as economically sustainable and environmentally friendly
approach to remove toxic metals from water and soil. One waste becoming
scavenger for another waste material can be well emphasized by this paper.

Experimental Work

Methodology Techniques/Sampling /Tools/Materials:

a)   Washing and acid treatment

RH was washed thoroughly with water to remove the soluble particles,
dust, and other contaminants present, whereby the heavy impurities such as
sand are also removed. It was then dried in an air oven at about 110°C for
24 h. The dried RH was ultrasonicated  with an acidic solution (HCl, HNO

3
,

and CH
3
COOH in different concentrations) for nearly 30 min by stirring

frequently. It was cooled and kept intact for about 20 h. It was then decanted
and thoroughly washed with warm distilled water until the rinse became
free from acid, and this was designated as RH’. The wet RH’ was
subsequently dried in an oven at 110°C for 24 h.

b) Thermal treatment

A weighed RH’ as well as RH were subjected to heat treatment to obtain
the ash. Samples were burned inside a programmable furnace (Metrex
programmable furnace), and different methods were applied. Different
temperatures (500°C, 700°C, and 1,000°C) and rates (2°C/min, 5°C/min,
and 10°C/min) were checked. We designated these as ashes (RHAs).

c)  Extraction of silica

A sample of 20.0 g RHA was stirred in a 160-mL, 2.5-M sodium hydroxide
solution. The solution was heated in a covered beaker for 3 h by stirring
constantly and filtered; the residue was then washed with 40 mL of boiling
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distilled water. The obtained viscous, transparent, and colorless solution
was allowed to cool down to room temperature, and 10 M H

2
SO

4 
was then

added under constant stirring at controlled conditions until it reached pH 2;
NH

4
OH was added up to pH 8.5 and was allowed to stand at room

temperature for 3 h.

d)  Preparation of nanosilica

Nanosilica was prepared by reflux technique of the above extracted silica
with 6.0 M HCl for 4 h and then washed repeatedly using distilled water to
make it acid free. It was then dissolved in 2.5 M sodium hydroxide by
stirring. H

2
SO

4
 was added until it reached pH 8. The precipitate silica was

washed repeatedly with warm, distilled water to make it alkali free and then
dried at 50°C for 48 h in the oven.

Results and Discussion

Nanosilica was obtained from sodium silicate solution using precipitation
method. The reaction is as follows:

SiO2 + 2NaOH → Na2SiO3+ H2O 
The silica particles were generated from the solution by adding sulfuric

acid as catalyst. The acidic condition of pH 2 indicates approximately the
complete precipitation

of silica from sodium silicate by the following reaction:

Na2SiO3 + H2SO4  →  SiO2 + Na2SO4 +H2O 
At a low silicate concentration and with the pH less than 8, Si(OH)

4
 is the

dominant species in its aqueous solution. At higher concentrations, the silanols,
the Si(OH) groups,

spontaneously polymerize to yield higher oligomers linked by a disiloxy bond.
Such a reaction is most favorable when one of the silanols is deprotonated
to a Si-O- group.These oligomers grow into colloid-sized silica particles in
which larger particles grow at the expense of smaller ones. At a higher pH
(greater than 8), however, the much more concentrated silicate solution is
stable. This is because disiloxy bonds undergo nucleophilic attacks by OH-
via a five coordinated intermediate.

Removal of heavy metal toxin Chromium from water ...
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Fig 1a: Rice husk ash                 Fig 1b: Nanosilica

 

The FTIR spectra of almost all RHA samples gave typical bands of O-Si-O
stretching (at 1,096 and 798 cm -1) and bending vibrations (at 466 cm-1).

The bands at 3,437 and 1,633 cm-1 corresponded to the O-H stretching and
bending vibrations (Figure 2). Figure 3 shows the results of the FTIR analyses
of extracted silica and nanosilica. The peaks at 1,101 and 804 cm-1 are due
to the Si-O-Si asymmetric and symmetric stretching modes, respectively.
The band centered at 469 cm-1 is due to the bending frequency of Si-O-Si.

A large broad band around 3,429 cm-1 is attributed to the presence of the O-
H stretching frequency for the silanol group and the remaining adsorbed
water. A band around 1,630 cm-1 is assigned to the bending vibration of
water molecules bound to the silica matrix. No peak was found between
2,800 and 3,000 cm-1. It means that there were no original organic compounds
in the silica after controlled combustion and extraction. The FTIR spectra
showed no significant changes in the peak position for extracted silica and
nanosilica. Silica with a high surface area is a good compound to be used as
adsorbent or support for catalysts. Also, the reactivity of silica is directly
related to its surface area.

Removal of  heavy metal ions (Cr(VI)) from waste water:

Batch sorption studies: Accurately weighed mass of nanosilica (1g) is
separately placed in 20 ml RB flask. 10 millilitres of the adsorbate solution
(tannery wastewater) was added to flask. The flask was ultrasonicated in
ultrasonicator at room temperature.  sample was filtered prior to analysis in
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order to minimize interference of the silica fines with the analysis. All the
experiments other than effect of pH were conducted in the pH range of
6.6–6.8. The supernatant sample was analyzed for its using atomic absorption
spectrophotometer (Motras).

Effect of concentration of adsorbent:

The effect of concentration of adsorbent on adsorption, while keeping the
adsorbate concentration and contact time constant was studied and found
that with increase in concentration of adsorbent, adsorption also increases
although increase is not linear. Results are shown in figure 2a and Fig 2b
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Fig 2a: Absorbance values at different time

Fig 2b: Adsorbance of Cr(VI) on nanosilica in different time

g) Comparision between various adsorbents:

Purification of waste water using batch process with different adsorbents:
In order to show the excellence of this protocol, commercial activated carbon,
ordinary silica, and nanosilica, respectively were taken in 100 cc beaker

Removal of heavy metal toxin Chromium from water ...
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and then 20 mL stock solution of heavy metal was taken in it. Metal ions
bound with the different adsorbents; as a result, pure water was obtained.
From the data (Fig. 3), it was found that the absorbance of all the contaminated
solutions was decreased upon addition of adsorption materials. This implies
that the concentration of the impurities in the solution was reduced upon
biosorption as heavy metals got trapped on their surfaces. Best result is
found with nanosilica.
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Fig 3: Absorbance of potassium dichromate solution before and after sorption on
different adsorbents

Conclusion: This environmental friendly methodology promises several
attracting features for the treatment of waste water. The application of rice
husk for waste treatment can evolve as economically sustainable and
environmentally friendly approach to remove toxic metals from water and
soil. Waste to wealth becoming can be well emphasized by this paper.

Acknowledgment: The authors (A. Jain and P. Malhotra) are thankful
to University of Delhi, New Delhi for their financial assistance.

References:

Siqueira, EJ, Yoshida, IVP, Pardini, LC, Schiavon, MA Ceram. Int. 35, 213 (2009)
Sun, L, Gong, K:  Ind. Eng. Chem. Res. 40, 5861 (2001)
Ghosh, TB, Nandi, KC, Acharya, HN, Mukherjee, D  Mater. Lett. 12, 175 (1991)
Conradt, R, Pimkhaokham, P, Leela-Adisorn, U: J. Non-Cryst. Solids 145, 75 (1992)
Real, C, Alcala, MD, Criado, JM:. J. Am. Ceram. Soc. 79, 2012 (1996)
Rafiee, E, Shahebrahimi, SM, Shaterzadeh,M, Int. Nano Lett. 29, 2, (2012)
Zhou J, et al. Effective removal of hexavalent chromium from aqueous solutions by

adsorption on mesoporous carbon microspheres. J. Colloid Interf. Sci.
2016;462:200



29

Siqueira, EJ, Yoshida, IVP, Pardini, LC, Schiavon, MA Ceram. Int. 35, 213 (2009)
Sun, L, Gong, K: Ind. Eng. Chem. Res. 40, 5861 (2001)
Ghosh, TB, Nandi, KC, Acharya, HN, Mukherjee, D Mater. Lett. 12, 175 (1991)

Removal of heavy metal toxin Chromium from water ...



Particulate matter as a new causal factor for

increasing incidences of diabetes in rapidly

urbanizing countries

Atul Goswami and Vandana Mishra*

(
*
corresponding author)

Department of Environmental Studies

(Bioresources and Environmental Biotechnology Laboratory)

University of Delhi, Delhi-110007

Abstract

Though diabetes mellitus (DM) represents a genetic disorder, changing
lifestyle governs the prevalence of diabetes in global population. However,
as per the International Diabetes Federation, besides lifestyle and genetic
factors, air pollutants have emerged as new causal factors for increasing
incidences of diabetes, which will result in 566 million incidences of diabetes
by the year 2030. Recent studies have shown a strong link between long-
term exposure to air pollution and the development of diabetes mellitus. As
per one of the estimates, in 2018 3.2 million people developed diabetes
exclusively due to exposure to even low levels of air pollution in countries
undergoing rapid urbanizations and modernization.  Particulate matters (PMs)



enter the bloodstream during breathing and alter the body function, such as
insulin sensitivity and production. However, the underlying metabolic
pathway(s) linking the pollution exposure and onset of diabetes are still
unknown. We evaluated the studies on air pollutants and incidences of
diabetes and hypothesized the putative mechanism. We propose to undertake
cohort studies involving pollution-exposed subject and assessing the risk for
onset of diabetes.

Keywords: Air pollution, Particulate matter, Urban Areas, Developing
Countries, Diabetes.
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Introduction:

Diabetes mellitus or diabetes represents a group of metabolic disorders and
an abnormal condition that results in high level of blood sugarover a prolonged
period. In diabetes either pancreas fails to produce enough insulin or cells
remain insensitive to the insulin produced by the pancreas (Wu et al., 2014).
Based on the metabolic responses, three main types of diabetes mellitus
include: (i) Type 1 DM- pancreas fails to produce enough insulin, primarily
due to the loss of beta cells but the primary cause for this ailment is unknown,
(ii) Type 2 DM - cells fail to respond to the insulin produced by the body
properly and the most common reasons for such an ailment include lack of
exercise, and increase in body weight imbalanced body-mass index, and
(iii) Gestational diabetes - a temporary condition of abnormally high blood
sugar levels in pregnant women with a family history of diabetes develop,
which goes away with the childbirth. Of these, type 2 DM prevails in 90%
cases of DM across the world population, which often shows imbalanced
metabolic rate as well. Diabetes mellitus and air pollution have been
responsible for increasing number of deaths annually worldwide. As per the
air quality database 2016, the urban population is at a greater risk of pollution
exposure than in a rural setting because of high levels of automobile exhaust,
vehicular emissions and developmental activities.
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Particulate Matter: The Tiny Devil

Fine particulate matter represents collection of particles such as dust, aerosols,
condensing vapors, fly ash, fumes, mist, smoke, and soot that remain
suspended in the air for a long period of time. Such particles originate directly
from a variety of stationary and mobile sources (primary emissions) or
formed in the by transformation of gaseous emissions in the atmosphere
(secondary emissions) (Xu et al., 2011).  Based on the variations in the
diameter, the particulate matter and hair strand can be arranged as
PM

2.5
<PM

10
<hair strand.

How Particulate Matter Enters The Body?

Particulate matter enters the body mainly via nasal channel and eventually
in the blood stream through alveolar exchange (Dubowsky et al., 2006).
Mainly particulate matter enters the body by inhalation but intake from the
food and direction absorption through skin can’t be neglected.

Fig. 1: Entry of particulate matter in the body

Insulin Production and its Action

As we are aware that insulin in produced by specialized cells of pancreas
called beta cells present at the islets of langerhans. The small intestine and
stomach secretions breakdown the carbohydrates present in the food we
intake and convert it into glucose, the glucose enters the blood stream and
the gastric hormone promotes the insulin secretion in response to the glucose
(Dubowsky et al., 2006; Esposito et al., 2016; Haberzettl et al., 2016).
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Fig. 2: Insulin action in normal individual

In case of diabetes, the insulin either is not produced by the pancreas properly
or the cells of the body are not able to utilize the insulin produced by the
pancreas. In either of the case, the glucose level rise sharply in the blood
stream and this prolonged rise in the blood sugar level lead to diabetes. As
discussed earlier in the more common case of diabetes mellitus type2, the
body is resistant to the effects of insulin produced by the pancreas due to
which the glucose is not able to enter the body cells effectively which leads
to building of glucose in the blood stream (Park, 2017).

Fig. 3: Insulin resistance in diabetes mellitus type2

Particulate matter as a new causal factor for ...
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PM Levels in Urban Areas Worldwide

As per WHO 2018 report more than 80% of people living in urban areas
where air pollution are being monitored are exposed to air quality levels that
exceed the world health organization limits. Although all regions of the world
have shown a significant impact but effects have been more severe for the
populations of rapidly urbanizing developing nations and low income cities
where the rate of development is high. These areas include mainly cities
from developing nation with most cities from Asia (India and China in
particular). Recent urban air quality database also suggests 98 out of 100
cities in developing and underdeveloped countries with more than 100,000
inhabitants do not meet air quality guidelines of world health organization.
On the other hand in developed counties that percentage decreased to 56%
(Djankov & Saliola, 2019).

Relation between Rapid Urbanization and Diabetes

Environmental health studies across the countries show a relationship
between rapid urbanization and increasing incidence of diabetes in developing
nations (Sun et al., 2009). In fact, most cities with very high particulate
matter levels lie in the rapidly urbanising and developing nations of the world.
For example, India with maximum number of cities in top 50 most polluted
cities of the world followed by China. The United Nations report on ‘Trends
of Urbanization Worldwide’ shows clearly that the rate of growth of rapid
urbanizing population increase is twofold in Asian and African nations as
compared to that of North American and European nation. This growth
rate is marginally high in Latin American nations compared to that of
European and North American nation. The growth rate was low in Oceania,
North American and European nations. WHO report on ‘Trends of
prevalence of diabetes region wise’, derives parallelism between the
increasing occurrence of incidences of diabetes in Eastern Mediterranean
region, South-East Asian region in the recent decades and the increasing
levels of pollution as compared with the remaining developed world. Similarly
report on changing status of environmental health in India also showed a
significant relationship between increasing incidences of diabetes in polluted
cities of urban areas of India, whereas the rural areas still show a significantly
low incidences of diabetes (Rajagopalan & Brook, 2012). Both global
research on correlation studies and clinical research established significant
connection between occurrence of diabetes and increased particulate matter
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emission in developing world, though deciphering the exact mechanism needs
further scientific research.

Fig. 4: Annual mean levles of fine particulate matter (PM
2.5

) in urban

areas (µg/m3): 2016

Particulate matter as a new causal factor for ...
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Possible Mechanisms of Insulin Resistance due to Particulate

Matter

There have been various possible mechanisms established by various clinical
analysis  around the globe for insulin resistance and occurrence of diabetes,
some studies suggest that PM deregulate glucose metabolism in body (Liu
et al., 2017), whereas other indicate towards insulin resistance induced by
particulate matter inhalation (O’Neill et al., 2007). Various mechanism
established by clinical studies considered are discussed as follows-:

Endothelial Dysfunction

As per one of the recent studies, particulate matter is an emerging driver of
increasing risk of type 2 diabetes in a global population (Esposito et al,
2016). Endothelial dysfunction, which precedes insulin resistance has been
proposed as a possible mechanism of particulate matter-induced diabetes
(Meo et al., 2015). PM acts as a mediator of endothelial dysfunction
implicated in reduced peripheral glucose uptake. Also, early life represents
a vulnerable period PM

2.5
 induced genetic and lifestyle disorders, like

diabetes.

Inflammation Dysgregulates Visceral Adipose Tissue

Recent evidence suggests that exposure to ambient PM can be associated
with elevated systemic pro inflammatory biomarkers (Wolf et al., 2016).
Indeed, one study reported that the association of inflammation (as assessed
by blood levels of complement fragment C3c) with propensity to diabetes
was enhanced by exposure to particulate matters (Esposito et al., 2016). A
recent meta-analysis of prospective studies identified two inflammatory
markers, that is, interleukin-6 and C-reactive protein, significantly associated
with diabetes with an increased risk of 26 % for elevated C-reactive protein
and 31 % for elevated interleukin-6 levels (Dubowsky et al., 2006).
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Fig 5:  Putative mechanism of particulate matter and diabetes via

endothelial tissue

Hepatic Insulin Resistance

PM
2.5

 exposure decreases tyrosine phosphorylation in the liver but does not
affect insulin receptor substrate 1 (IRS-1) levels (Esposito et al., 2016).
Similarly, short-term (5-day) exposure to low dose PM

2.5 
was shown to

reduce metabolic insulin sensitivity in healthy individuals (Liu et al., 2014).

Oxidative Stress and Diabetes

Epidemiological studies have shown that inhalation of PM
2.5 

causes insulin
resistance  which can be either in the form of metabolic dysfunction or
oxidative stress (Xu et al., 2011). Insulin stimulates extracellular secretion
of amyloid beta (Aâ) protein and inhibits its intracellular accumulation.
Therefore insulin resistance leads to upregulation of BACE expression and
Aâ precursor protein, which further leads to build-up of Aâ protein (Elbaz
et al., 2007; Schikowski et al., 2015) .

Conclusion

Emergence of air pollution specifically particulate matter as a new causal
factor for diabetes is major concern for sustainable health in fast-developing
nations. Based on the current evidence, we identified a relationship between
the increasing levels of air pollution and the increasing incidences of diabetes
mellitus type 2. Though exact mechanisms explaining the correlation between
increasing pollution and triggering diabetes are still unknown, we pointed
plausible mechanisms affecting tissue and organ. Inflammation of the adipose
tissue affecting the uptake of insulin, oxidative stress leading to insulin

Particulate matter as a new causal factor for ...
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resistance and reduction of metabolic insulin sensitivity in hepatic tissue
might be the missing links of the story of particulate matter triggered diabetes.
Identifying the exact mechanism of such relationship would help in suggesting
the remedial measure for ensuring sustainable health in developing nations.
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Human Rights  are “the basic rights and freedom to which all humans are
entitled”. Human rights are based on dignity, equality and mutual respect –
regardless of nationality, religion, cast, sex, social status or beliefs. In India,
the fundamental rights were included in the constitution because they were
considered essential for the development of the personality of every individual
and to preserve human dignity.

As recently in silver jubilee lecture of The National Human Rights
Commission (NHRC), India, held on 10th September 2018 in New Delhi.
Dr Mathur, Director General, TREI, spoke about ‘Clean environment as a
Human Right: Exploring synergies between the environment, SDGs, and
human rights’ and urged the NHRC to initiate a dialogue on the issue of the
right to a clean environment as a human right. He also said, “I would suggest
that a clean environment is now emerging as a human right in India. It was
not an issue 100 years ago because at that time, we produced very little
waste, and that waste was easily absorbed by the environment around us.



However, as we have developed, as we produce and consume more, and
as our population density has increased, pollution now lives cheek to jowl
with us: these include landfills that are falling onto neighbouring buildings;
particles and NOx that choke us; and wastewater which sloshes over our
shoes every time we cross roads in front of our homes or offices or factories.
I would like to briefly outline the contours of this transition”

Human Rights

Human rights demand recognition and respect for the inherent dignity to
ensure that everyone is protected against abuses which undermine their
dignity, and give the opportunities they need to realize their full potential, free
from discrimination. Hence rights are all about being treated fairly and treating
others fairly, and having the ability to make choices about your own life.
These basic properties of our Human Rights are as follows:

• Having a quality of being Universal means belong to all of us –
everybody in world

• Cannot be alienate Means that they cannot be taken away from
any human being.

• Are neither divisible nor interdependent means Governments
should not be able to pick and choose which are respected

• May be violated Although they are inalienable, they are not
invulnerable. Violations can stop people from enjoying their rights, but they
do not stop the rights from existing.

• Essential to follow. They are essential for freedom, justice, and
peace.

Human rights are the basic rights that all the human being can enjoy, no
matter where they live. There rights are universal in nature. The idea of
human rights is originated from the ideas of civilized nations and enforced
by the United Nation Organisation. The enjoyment of human rights is
guarantee internationally. Hence Human Rights are universal, absolute and
fundamental moral claims, in the sense that they belong to all human beings,
they are inalienable and are basic to a real living. Few common rights are
listed below:

• Human rights include civil and political rights,
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such as:

• The right to freedom of thought and expression

• The right to freedom of religion or conscience

•  The right to property

•  The right to freedom of assembly

•  The right to privacy

• The right to vote.

• Human rights includes economic and social rights,such as:

•  The right to an adequate standard of living

•  The right to adequate food, housing, water and sanitation

•  The rights you have at work

•  The right to education

Fundamental Rights

In India fundamental rights help not only in protection but also the prevention
of gross violations of human rights. They emphasise on the fundamental
unity of India by guaranteeing to all citizens the access and use of the same
facilities, irrespective of background.

1. Right to equality :

• Article 14: All people shall be equally protected by the laws of the
country.

• Article 15: No person shall be discriminated on the basis of religion,
race, caste, sex or place of birth.

• Article 16: State cannot discriminate in the matters of employment.

• Article 17: Abolishes the practice of untouchability.

• Article 18:  Prohibits the State from conferring any titles, citizens of
India cannot accept titles from a foreign State.

• 2. Cultural and Educational Right : to have access to education
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and to conserve their culture

• Article 29: Protection of interests of minorities

• Article 30: Right of minorities to establish and administer educational
institutions

3. Right to freedom:   

• Article 19:

• Freedom of speech and expression

• Freedom to assemble peacefully without arms

• Freedom to form associations or unions or co-operative societies

• Freedom to move freely throughout the territory of India

• Freedom to reside and settle in any part of the territory of India

• Freedom to practice any profession or to carry on any occupation,
trade or business

• Article 20: protection of conviction for offences.

• Article 21: Right to life, personal liberty and Right to die with dignity.

• Article 21A:  Education to all children of the age of six to fourteen
years

• Article 22:  Protection against arrest and detention in certain cases.

4. Right against exploitation:

• Articles 23:  Abolition of trafficking in human beings

• Article 24 : Abolition of employment of children below the age of
14 years in dangerous jobs  

5. Right to freedom of religion:

• Articles 25: Freedom of conscience and free profession, practice
and propagation of religion

• Article 26: Freedom to manage religious affairs

• Article 27: Freedom to payment of taxes for promotion of any
particular religion

Right to have Clean Environment



44 Environment Health and Society

• Article 28: Freedom to attendance at religious instruction or religious
worship in certain educational institutions

6. Right to constitutional remedies: enforcement of Fundamental Rights.

Constitutional Framework towards Clean Environment

Environment is the wellspring of life on earth like water, air, soil, etc., and
determines the presence, development and improvement of adequate
standard of living. The concept of ecological protection and preservation is
not new. It has been intrinsic to many ancient civilizations. But unfortunately
the right to a healthy environment was never a priority. Constant environment
deterioration could eventually endanger life of present and future generation
of human beings and also for other animals on the planet. It will not be true
to say that healthy environment is neglected area legislation. Protection of
life and protection and conservation of environment and sustainable use of
natural resources and its need is reflected in the constitutional framework
of India. Article 21 of the Indian constitution states that no person shall be
deprived of life and personal liberty except according to procedures
established by law. Under Part IVA of the Constitution (Article 51A-
Fundamental Duties), the Constitution casts a duty on every citizen to improve
and protect the nature and have compassion for all living beings. Furthermore,
the Constitution under Part IV (Article 48A- Directive Principles of State
Policies) stipulates that the State shall try to improve and protect the
environment and safeguard forests and wildlife of the country.

Meaning of Environment

The word “environment” relates to the surroundings or conditions in which
a person, animal, or plant lives or operates. It includes virtually everything.
It can include anything which may belongs to physical surroundings that are
common to all of us, including air, space, land, water, plants and wildlife.

According to the Webster Dictionary, Environment is defined as
the “Aggregate of all the external condition and influences affecting
the life and development of an organism.

The Environment (Protection) Act, 1986

Section 2(a) environment “includes water, air and land and the inter-
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relationship which exists among and between water, air and land, and human
beings, other living creatures, plants, micro-organism and property.”

Thus, the crux of above definitions is that environment means the
surroundings in which we live and is essential for our life.

Environment protection related laws

According to pattern of Indian legislature, we have number of legislations.
Some of the important legislations for environment protection are as follows:

• The Air (Prevention and Control of Pollution) Act, 1981

• The Water (Prevention and Control of Pollution) Act, 1974

• The Environment Protection Act, 1986

• The Hazardous Waste Management Regulations

• The Wild Life (Protection) Act, 1972

• The Forest Conservation Act, 1980

• The Public Liability Insurance Act, 1991

• The National Green Tribunal Act, 2010.

These important environment legislations have been briefly explained:

• The Air (Prevention and Control of Pollution) Act, 1981 (the

“Air Act”): The objective of this act is to provide for the prevention, control
and abatement of air pollution and for the establishment of Boards at the
Central and State levels with a view to carrying out the aforesaid purposes.

• The Water Prevention and Control of Pollution Act, 1974

(the “Water Act”): This act has been enacted to provide for the prevention
and control of water pollution and to maintain or restore wholesomeness of
water in the country. It further provides for the establishment of Boards for
the prevention and control of water pollution with a view to carrying out the
aforesaid purposes. The Water Act prohibits the discharge of pollutants into
water bodies beyond a given standard and lays down penalties for non-
compliance. At the Centre, the Water Act has set up the CPCB which lays
down standards for the prevention and control of water pollution. At the
State level, SPCBs function under the direction of the CPCB and the State
Government.

Right to have Clean Environment
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• Further, the Water (Prevention and Control of Pollution) Cess Act
was enacted in 1977 to provide for the levy and collection of a cess on
water consumed by persons operating and carrying on certain types of
industrial activities.

• The Environment Protection Act, 1986 (the “Environment

Act”):  Act provides for the protection and improvement of the environment.
This act establishes the framework for studying, planning and implementing
long-term requirements of environmental safety and laying down a system
of speedy and adequate response to situations threatening the environment.
It is an umbrella legislation designed to provide a framework for the
coordination of central and state authorities established under the Water
Act, 1974 and the Air Act. The term “environment” is understood in a very
wide term under sec 2(a) of the Environment Act. It includes water, air and
land as well as the interrelationship which exists between water, air and
land, and human beings, other living creatures, plants, micro-organisms and
property.

Under the Environment Act, the Central Government is empowered to
take measures necessary to protect and improve the quality of environment
by setting standards for

• emissions and discharges of pollution in the atmosphere by any
person carrying on an industry or activity;

• regulating the location of industries;

• management of hazardous wastes, and

• protection of public health and welfare.

From time to time, the Central Government issues notifications under
the Environment Act for the protection of ecologically-sensitive areas or
issues guidelines for matters under the Environment Act.

• Hazardous waste management regulations: Hazardous waste
means any waste which, by reason of any of its physical, chemical, reactive,
toxic, flammable, explosive or corrosive characteristics, causes danger or is
likely to cause danger to health or environment, whether alone or when in
contact with other wastes or substances.

Few rules dealing with hazardous waste management are listed below:

• Hazardous Wastes (Management, Handling and
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Transboundary) Rules, 2008, a guide for manufacture, storage and import
of hazardous chemicals and for management of hazardous wastes.

• Biomedical Waste (Management and Handling) Rules, 1998,
were formulated for proper disposal, segregation, transport, etc, of infectious
wastes.

• Municipal Solid Wastes (Management and Handling) Rules,

2000, enabling municipalities to dispose municipal solid waste in a scientific
manner.

• E - Waste (Management and Handling) Rules, 2011:  the
primary objective of this act is to reduce the use of hazardous substances in
electrical and electronic equipment by specifying threshold for use of
hazardous material and to channelize the e-waste generated in the country
for environmentally sound recycling.

• Batteries (Management & Handling) Rules, 2001 deal with
the proper and effective management and handling of lead acid batteries
waste

• The Wild Life (Protection) Act, 1972: the main objective of of
this act is to effectively protecting the wild life of this country and to control
poaching, smuggling and illegal trade in wildlife and its derivatives. The Act
was amended in January 2003 and punishment and the penalty for offences
under the Act have been made more stringent.

• The Forest Conservation Act, 1980: the objective to enact this
act is to help conserve the country’s forests. It strictly restricts and regulates
the de-reservation of forests or use of forest land for non-forest purposes
without the prior approval of Central Government. To this end, the Act lays
down the pre-requisites for the diversion of forest land for non-forest
purposes.

• The Public Liability Insurance Act, 1991: this act was enacted
with the objectives to provide for damages to victims of an accident which
occurs as a result of handling any hazardous substance. The Act applies to
all owners associated with the production or handling of any hazardous
chemicals.

• The National Green Tribunal Act, 2010 (NGT Act): The main
objective of this act is to provide establishment of a National Green Tribunal
(NGT) for the effective and expeditious disposal of cases relating to

Right to have Clean Environment
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environment protection and conservation of forests and other natural
resources including enforcement of any legal right relating to environment
and giving relief and compensation for damages to persons and property
and for matters connected therewith or incidental thereto.

Judicial Interpretations: Clean Environment Is Our Human Right

In India there arises a requirement for a comprehensive analysis of the
protection of the environment in view of protection of Human Right. In
recent years, higher judiciary is paying sustainable focus in devising and
monitoring the implementation of measures for pollution control, conservation
of forests and wildlife protection. Many of these judicial interventions have
been triggered by the persistent incoherence in policy-making.

Almitra H. Patel & Ors. vs. Union of India and Ors.

In this case NGT was dealing with the issue of solid waste management in
India. In this case, Mrs. Almitra Patel and another had filed a PIL under
Article 32 of the Constitution of India before the Apex Court whereby the
Petitioner sought the immediate and urgent improvement in the practices
that are presently adopted for the way Municipal Solid Waste or garbage is
treated in India. The Tribunal found that the magnitude of the problem was
gigantic because over a lakh tonnes of raw garbage is dumped every day
and there is no proper treatment of this raw garbage which is dumped just
outside the city limits on land, along highway, lakes, nalas etc.

The Tribunal noted the requirement of conversion of this waste into a
source of power and fuel therefore direction was issued to every state and
union territory to immediately implement Solid Waste Management Rules,
2016.  The most important direction of the Tribunal was a complete prohibition
on open burning of waste on lands, including at landfills to give safe and
clean environment to live.

Srinagar Bandh Aapda Sangharsh Samiti & Anr. v. Alaknanda hydro

Power Co. Ltd. & Ors.

Tribunal has to decide whether the 2013 Uttarakhand floods which caused
mass destruction of life and property is the to compensate by defendant as
they had dumped a huge quantity of ‘muck’ generated during construction
of the Srinagar Hydro Electric Project without taking the prescribed measure
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to secure such much from the floods. The Tribunal reached the conclusion
that although the 2013 Uttarakhand floods were the result of a cloud burst
but the damage caused to the residential area was not the result of Act of
God, the damage to the property as alleged by the applicants was incurred
as a result of flood water, which brought along soil and muck, entering
residential premises.

This is one of those judgments, whereby the NGT followed the principle
of ‘polluter pays’ and made a private entity liable to pay a compensation by
making them subject to a code of environmental jurisprudence.

Rural litigation and Entitlement Kendra vs. State of Uttar Prades

The Supreme Court ordered the closure of certain limestone quarries
followed by land reclamation, afforestation and soil conservation in those
areas, pointing out that while the closure of these mines would cause losses
to owners and employees, this was a necessity for “protecting and
safeguarding the right of the people to live in healthy environment with
minimal disturbance of ecological balance and without avoidable hazard to
them and to their cattle, homes and agricultural land and undue affectation
of air, water and environment.”

M.C. Mehta v. Union of India 

Issue originated in the aftermath of oleum gas leak from Shriram Food and
Fertilisers Ltd. complex at Delhi. This gas leak occurred soon after the
infamous Bhopal gas leak and created a lot of panic in Delhi. One person
died in the incident and few were hospitalized. 

The Supreme Court made the following observation:

Factories were closed down immediately as Inspector of Factories and
Commissioner (Factories) issued separate orders dated December 8 and
24, 1985. This incident took place only a few months before Environment
(Protection) Act came into force, thus became a guiding force for having
an effective law 

he High Court was directed to nominate one or more Judges as may be
necessary for the purpose of trying such actions so that they may be
expeditiously disposed of. The court adjudicating on the issue of Shriram’s
closure produced several new stances that are hailed even today.

Apex Court directed certain tanneries to stop functioning reason being
discharging foul effluents without setting a primary treatment plant. Held

Right to have Clean Environment
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that “we are conscious that closure of industries may bring unemployment,
loss of revenue but life, health and ecology have a greater importance to
people”

Subhash Kumar vs. State of Bihar

In this case Supreme Court directly linked environmental protection with
the right to life guaranteed under Article 21. While delivering a judgment in
response to a public interest litigation (PIL) filed against industries, which
the petitioner alleged were polluting the Bokaro river, the Court held that
the right to life, guaranteed under Article 21, also includes the right to pollution-
free air and water.

Conclusion

From the above discussion it is evident that environmental and human rights
are closely related. The demands for a safe pollution free and healthy
environment, shall come within the scope of human rights. The human rights
would be strengthened by the amalgamation of environmental concerns
providing victims of environmental dilapidation the opportunity of access to
free and fast justice and enabling the expansion of the scope of human
rights protection and generation of concrete solutions for cases of
environment degradation.
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Abstract

Beginning with industrial revolution, anthropogenic activities have continued
to affect the ecosystems. The quality of air and water that are essential for
survival of all life have deteriorated extensively. The need of the hour is to
identify a cost-effective model of living organism that can be used to assess
the quality of environment on a continuous time scale so as to take timely
corrective measures. Due to ethical issues many organisms that were being
used earlier can no longer be used and hence there is a need to develop
alternative model systems. Drosophila shares 60% of its genome with the
human with many organ systems paralleling those of humans and hence
they can safely be used to assess the quality of environment and its impact
on the health .



Introduction

Drosophila melanogaster has been extensively used as a model system to
study various biological response (Zhang et al.,2007). In 1900, for the first
time an American entomologist, Charles Woodsworth proposed to use
Drosophila as powerful genetic model organism (Sturtevant 1959). The
strengthening features which makes fly research unique ranges from its
short generation time, ease in handling and amenable to manipulations in
genetic system with no ethical constraints.  From more than a century, the
Drosophila research has underpinned modern genetics and is regarded as
most sought model organism in modern biological science. Despite certain
biochemical and physiological limitations associated with Drosophila
invertebrate model use to study human biology (Hao et al.,2008), D.
melanogaster has been extensively used to unravel the underpinnings of
many human diseases such as Alzheimers (Lez et al.,2013), Huntington
(Krench et al.,2013) and others by way of what is popularly referred to as
humanizing the fly. Further, certain modifications in Drosophila model system
have helped to overcome limitations particularly to study pathogenic human
viruses (Chaudhuri et al.,2007). Approximately 75% of the genes responsible
for human disease are known to be substantially evolutionarily conserved
making it central to use for understanding molecular mechanisms of human
diseases. The organism enabled milestone discoveries on completion of its
genome sequenced and continues to be on forefront (Adams et al.,2000).
The compact genome of 180 Mb consists of 130 Mb of euchromatin ( with
roughly 13,500 genes) comparable with the size of single human chromosome
(Chien et al.,2002).The Drosophila database,  Flybase (http://flybase.org)
1992  provides an extensive source of information reflecting the strength of
the model organism in genetic research (dos Santos et al.,2015).

Life Cycle

Drosophila mealanogaster is a cosmopolitan holometabolous organism
belonging to order Diptera under the family Drosophilidae. Its exhibits
complete metamorphosis, wherein lifecycle includes 3 pre adult stages i.e.
egg, larvae and pupae. Under optimum laboratory conditions,

Drosophila adults become sexually receptive after 8-10 hours from the
time of emergence (Ashburner et al.,2005). Eggs laid on suitable substratum
begins to hatch approximately after 18 hours of laying, which is sensitive to
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abiotic conditions like temperature and humidity (Alpatov, 1932; David and
Clavel,1969; Sissiqui and Barlow, 1972). Once the eggs hatch, three larval
moults namely L1, L2 and L3 are observed which lasts for 24, 24 and 48
hours respectively. L1 are said to be surface feeders which later on molting
to L2 enters a burrowing stage (Sokal et al.,1960). In order to acquire
resources larvae actively feeds for approximately 110 hours before it ceases
feeding during late L3 stage and wander off in search of a suitable pupation
site. Pupation takes place about after 4 days of oviposition (Sameoto and
Miller, 1968). Adult eclosion from pupal cases begins after 4-5 days. On
completion of metamorphosis, adult flies eclose with wings unfolding in 1
hour and body pigmentation occurring in 2-3 hours (Ashburner et al.,2005).
The versatile model organism can be considered as combinational powerful
research tool due to distinct phases in its lifecycle. The embryo and larva
are considered to be an important tool to study fundamental development
and physiological processes respectively. The study on pupal imaginal discs
has provided significant insight to human biology (Beira et al., 2016). The
research using adult Drosophila has made key advances in therapeutics
due to rich repertoire of genetic tools (Hales et al., 2015).

Many internal adult structures are functionally analogous to vertebrates-
including humans thereby unravelling molecular mechanisms of various
disorders ranging from cancer, diabetes, Parkinsons Disease, viral infections,
neuronal dysfunction and gut disorders (Reiter et al.,2001; Read et al.,2005;
Musselman et al.,2011; Feany and Bender, 2000; Sabin et al.,2010; Inagaki
et al.,2010; Charng et al.,2014; Apidianakis and Rahme, 2011).

Strategies to study Human Diseases

Most of our understanding of the biology underlying the human disease
comes from the study of Drosophila research (Pandey and Nichols, 2011)
. The study mainly implies three strategies namely Forward genetics, Reverse
genetics and Diagnostic strategy. An unbiased mutagenic approach of
Forward genomics aims to identify the sequential variation of a given
phenotype through transposons, chemical mutagenesis and transgenes
(Hummel and Klambt, 2008; Bokel, 2008; Markstein et al.,2008; Szabad et

al.,2012). In reverse genetics, to study their phenotypes in vivo mutations
are created in fly homologs of human genes. To facilitate this Transposable
Elements (TE), Targeted gene disruption (using short palindromic repeats)
and gene silencing through RNAi (RNA interference) is employed. (Beumer
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and Carroll, 2014; Mohr, 2014). In Diagnostic strategy, the pathogenic
properties of the variants linked to human diseases can be assessed using
powerful model D. melanogaster to close the knowledge gap.

Cancer

The Drosophila has emerged as valuable model recapitulating various aspects
of cellular metabolism that is a known hallmark of malignancy in humans.
The Drosophila imaginal discs are similar to mammalian cells susceptible to
cancer thereby making it an excellent model organism to study proliferation
during tumorigenesis. The epithelial structures of imaginal disc extensively
proliferate during development of larva and differentiates to adult structures
after metamorphosis. The cell cycle proliferation consists of G1, S, G2 and
M phase similar to mammalian cells (Edgae et al.,1996). The cell cycle
machinery is highly conserved Cyclins (A, B, D and E) and Cyclin dependant
Kinases (Cdk1, Cdk2, Cdk4 and Cdk6) between mammals and flies. The
cell cycle regulators i.e.  mammalian retinoblastoma protein (pRb), E2F are
known to have Drosophila homologs RBF and dE2F respectively (Du et
al.,1996, Dynlacht et al.,1994). Additionally, the embryogenesis provides an
excellent system for the study of cell proliferation (Foe et al.,1993). The
biochemical and molecular pathways governing cell fate specification are
also seen to be conserved from flies to humans (Davidson et al.,1990). The
proliferation response is observed in response to altered Notch activity in
Drosophila, similar mutations in human Notch homologs resulted in
lymphomas suggesting that cell fate determination processes remain
conserved as well (Artavanis et al.,1995). The ectopic gene expression by
introduction of the GAL4/ yeast UAS system in fly can be used to study
tumour suppression and mammalian oncogenes expression (Brand et
al.,1993). The wide range of tissue specific promoters (eyes specific or
neuronal) or ubiquitous promoters (actin or heat shock promoters) are present
for controlling the expressions.

The universal Insulin-like growth factor signalling also plays a pivotal
role in development and regulation of metabolism. The IGF receptor binds
to tyrosine kinase leading to the activation of Ras or TOR pathways. The
Drosophila IGF components namely Rheb, Tsc1, and Tsc2 have served to
determine its contribution in components of the insulin/IGF system, including
Rheb, Tsc1, and Tsc2, are organized in the insulin/Akt pathway, thereby
suggesting the role of various key elements during cascade including tumor

Drosophila melanogaster- a model organism to assess ...
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supressors and oncogenes (PTEN and PI-3K, Akt, TOR) (Cully et al.,2006).
Tumor growth in Drosophila induces hike in levels of ImpL2, a homolog of
the secreted insulin growth factor-binding protein alleviates degeneration of
muscles (cachexia), observed in patients with advanced cancerous stage
(Figueroa et al.,2015; Kwon et al.,2015). Thus, Drosophila play a key role
to explore mechanistic link between cancer and metabolism.

Cardiac Diseases

Cardiac disorders are among leading cause of mortality worldwide. Few
aspects of heart development and cardiac dysfunction are known to be
conserved between D. melanogaster and vertebrates (Ocorr et al.,2007).
The heart precursor in Drosophila originate in late mesoderm. The linear
tubular structure converges on dorsal midline extending from 1-6 abdominal
segments. The dorsal vessels consist of distinct contractile cardiomyocytes
flanked by non-contractile pericardial cells. The four cardiac chambers
consist of 6 myocardial cells sharing similarities with mammalian sarcomere
structure (Lehmacher et al.,2012), pacemaker is located in first and fourth
chamber i.e. comparable to 4 distinct chambers in vertebrate embryo heart
(Medioni et al.,2009; Dulcis et al.,2005). Cardiac rhythms are regulated by
pumping of haemolymph by narrow anterior portion Aorta (Bier et al.,2004)
in open vascular cavity allowing the flow of immune cells and other essential
nutrients required for homeostasis. There is remarkable conservation of
signalling pathways (Choma et al.,2011; Ahmad et al.,2017), similar genes
known to code excitation-contraction coupling (inducing increase in cytosolic
intracellular calcium) in humans and Drosophila (Lin et al.,2011).
Cardiogenic genes required for morphogenesis and development in
Drosophila embryonic heart are conserved in humans (Neely et al.,2010).
The conserved physiology of cardiac function is well evident by the
Drosophila homeobox transcription factor Tinman, often regarded as
cardiac development- master gene (Olson et al.,2006). To discern the
mechanisms underlying cardiac myopathies Insulin-IGF and TOR receptor
play a crucial role (Wessells et al.,2009). Further for the quantification of
cardiac impairments, heart functional imaging of Drosophila observed similar
in vivo contractions to EEG clinical echocardiography (Choma et al.,2011).

Renal Diseases

The basic tasks performed by Drosophila and human renal system share
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homology and is fundamentally similar via transportation, excretion and
osmoregulation (Weavers et al.,2009; Denholm et al.,2003). The
nephrocytes and Malpighian tubule in Drosophila are functionally analogous
to tubular part of vertebrate nephrons. The Drosophila tubule (assessed by
microarray) has shown enriched expression to many of the classic human
renal loci and sequential similarity (assessed by BLASTP). Several
orthologous genes are known to play a pivotal role in renal function and
development both in humans and Drosophila (Dow et al.,2010). The fly
counterparts are present for the genes encoding for electrolyte transporting
proteins (Hatton et al.,2007). The renal development genes Kruppel and

Cut, Sns and Dwnt involved in cell specification, proliferation and
differentiation have mammalian counterparts. The Drosophila model is
one of the best models to study kidney impairments and nephrolithiasis (stone
formation by calcium oxalate and phosphate) (Miller et al.,2013).

Neurodegenerative Diseases

The central nervous system in Drosophila comprises of neuronal and glial
cells in bilaterally symmetrical brain. The motor neuron output similar to
humans is seen for sensing information related to olfaction, vision, touch
and taste (McGuire et al.,2005). In the visual system, approximately there
are 115 different types of neurons in Drosophila, which is similar to
vertebrates (Venken et al.,2011). Though the fly brain is comparatively
simpler than vertebrates but yet it shares numerous chemicals, cellular,
genetic properties and Notch signalling pathway is evolutionary conserved
allowing parallels with humans (Kopan et al.,2009). The mammalian homolog
Wnt plays an important role in neuronal development as seen from wingless

in Drosophila (Bejsovec et al.,2005). Drosophila has been used to study
proteinopathies such as ataxia, amyotropic sclerosis and Huntington’s,
Parkinsons and Alzheimers disease (Casci et al.,2015; Watson et al.,2008;
Jackson et al.,1998; Dauer et al.,2003; Mershin et al.,2004). Thus,
Drosophila provide a powerful platform to perform functional annotations
of human genes to study the molecular mechanisms that underlie diseases
of the nervous system.

Immunological Diseases

The mechanism of innate immunity is fairly conserved for elucidation of
defense from pathogens in Drosophila (Hoffmann et al.,1999). Humans

Drosophila melanogaster- a model organism to assess ...
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and Drosophila share general defense strategies like epithelial barriers,
antimicrobial peptides and phagocytosis. Drosophila has been used to study
a widespread form of leukemia, acute myeloid leukaemia. The transcription
factors AML1 activate myeloid differentiation and is having a counterpart
in the fly (Sinenko et al.,2010). Drosophila respond specifically to
pathogens, discriminating between classes of surface molecules on different
intruders. Toll and Imd are the two master genes of Drosophila immunity,
but FoxO, JAK/STAT, and JNK transduction also have a key role to play
(Varma et al.,2007). Toll signalling in Drosophila aids in inflammatory
responses via toll-like receptors (Tauszig et al.,2000). The restriction factors
of flies also help in examining the defense against viral infection. Pastrel

restriction factors in Drosophila, are induced in host cells by virus infection
and they can recognize specific viral elements (Cogni et al.,2016). Another
similarity between organisms, includes circadian rhythms known to participate
in immune regulation both in Drosophila and in humans (Lee et al.,2008).

Plethora of research has been done on D. melanogaster species to
assess the human health (Spradling et al., 2006; Arias 2008; Bellen et
al., 2010). For genotoxicity the SMART  somatic mutation and recombination
test) is one of the rapid yet inexpensive assay (Rizki et al., 2006). The
Drosophila has laid ground for numerous discoveries in the field of
neurobiology (Bellen et al., 2010). Recently, Drosophila offer new ideas to
fight vector borne diseases (Serbus et al., 2008). The introduction of specific
Wolbachia strain from Drosophila into mosquito  Aedes aegypti which is
known to transmit dengue fever, yellow fever, and chikungunya
(McMeniman et al., 2009; Moreira et al., 2009; Walker et al., 2011).  wMel
Wolbachia strain, is known to block the transmission of dengue virus by
rapidly spreading in mosquito population.  Thus, Drosophila proves to be an
exemplary model to improve health. Wide array of literature for understanding
the impact of metal induced toxicity gainfully employed the use of
Drosophila (Sageena et al., 2014). It has also been considered as a model
for effective oxidative stress management due to production of free radicals/
reactive oxygen species (ROS) known to have implications in various diseases
(Finkel et al., 2000; Lushchak 2011; Sageena et al., 2018). The impact of
genotype X environment interaction can also be seen as a plasticity response
in   Drosophila (Heisenberg et al.,1995; Sageena et al., 2014). Thus it can
rightly be called as a hallmark to medical sciences.
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Conclusion

Drosophila provides a powerful standalone platform for unlocking
mechanisms contributing to the pathogenesis of many diseases. This will
lead to future breakthrough in biomedical research.Drosophila is offering
a significant contribution in the field of medicine.
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Abstract

The distinctive feature of Earth is the existence of life, and the most amazing
feature of life is its diversity. Approximately 9 million types of plants, animals,
protists and fungi inhabit the Earth. The term ‘Anthropocene’ not yet formally
recognized is increasingly used to label Earth’s current epoch. A major
feature of this period is the rapid biodiversity loss for meeting the ever-
increasing needs of the Earth’s human population. Human activities in the
anthropocene are impacting biodiversity in a cyclical consequence,
unprecedented in the human history and in turn squeezing the sustainability
of resources for human survival.

The Industrial Revolution has lead to energy-driven consumption of fossil
fuels, leading to a rapid increase in CO

2
 emissions, disrupting the global

carbon cycle and leading to environmental warming impact. Global warming
and a changing climate have a range of impending ecological, physical and



health impacts, including extreme weather events (such as floods, droughts,
storms, and heat waves); sea-level rise; altered crop growth; and disrupted
water systems etc.

In this paper, the impact of climate change in terms of atmospheric
carbon dioxide concentration (parts per million by volume) from 2000 to
2018 been reviewed. The major taxonomic groups under consideration are
Mammals, Birds, Reptiles, Amphibians, Fishes, Insects, Molluscs, Other
Invertebrates, Fungi & Protists and plants. The data consists of ten years
starting from 2000 to 2018 at an interval of two years. Drift in statistics of
species in the threatened categories is evaluated. A significant drop can be
seen in many fragile taxonomic groups. Meeting the challenge of
understanding and maintaining the value of biodiversity in the Anthropocene
demands a genuinely interdisciplinary approach.

Key words: Anthropocene, Biodiversity loss, Carbon dioxide,
Threatened categories, Interdisciplinary approach

Perspective of Anthropocene

The term ‘Anthropocene’ emerged in 2000 to encapsulate the concept of a
time period during which anthropogenic activity has come to have a major
effect on the natural functioning of the planet ( Malhi, 2017). Although not
formally recognized, it is increasingly used to label Earth’s current epoch
(Corlett, 2015). A major hallmark of this period is the transformation of
ecosystems for human use (McGill et al, 2015), to the rapid erosion of
species richness in the most highly transformed areas of Earth (Newbold et
al, 2015). At global scales, evidence is mounting that humans are precipitating
Earth’s sixth mass extinction (Payne et al., 2016) and the collapse of its life
support systems ( Steffen et al, 2015 ).

The concept acts as an umbrella term, incorporating a range of human
influences on the planet including climate change, biodiversity loss and mixing,
resource limitation, and waste production etc. The prevailing narrative is
converging on a start date for the Anthropocene in the mid twentieth century,
concurrent with the Great acceleration of human alteration of the planet.
Irrespective of the process of formalization, the Anthropocene has spilled
out of its natural sciences origins to become a catalyst for numerous cultural,
philosophical, and political debates about how to understand and respond to
human domination of the Earth ( Malhi, 2017).
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Evidence of Anthropocene era

Evidences for ‘Anthropocene’ can be summarized (Vaughan, (2016). as :

1. Extinction rates of flora and fauna far above the long-term average.
The Earth is now moving towards sixth mass extinction which would see
almost 75% of species extinct in the next few centuries if current trends
persist.

2. Increased the concentrations of CO
2
 in the atmosphere by about

120 parts per million since the industrial revolution because of fossil fuel-
burning, leaving concentrations today at around ~412 ppm and rising.

3. Nuclear weapon tests in the 1950s and 60s left traces of an isotope
common in nature, 14C, and a naturally rare isotope, 293Pu, through the
Earth’s mid-latitudes.

4. Put so much plastic in our waterways and oceans that microplastic
particles are now virtually ubiquitous, and plastics will likely leave identifiable
fossil records for future generations to discover

5. Doubled the nitrogen and phosphorous in our soils in the past century
with our fertiliser use. According to some research, we’ve had the largest
impact on the nitrogen cycle in 2.5bn years

6. Left a permanent marker in sediment and glacial ice with airborne
particulates such as black carbon from fossil fuel-burning

Proposals for recognizing the start of the Anthropocene include an ‘early
Anthropocene’ reflecting spread of agriculture and deforestation; Columbian
Exchange of Old World and New World species; the Industrial Revolution
at ~1800; and the mid-twentieth century ‘Great Acceleration’ of population
growth and industrialization (Waters et al, 2016).

Recent anthropogenic deposits contain new minerals and rock types,
with rapid global dissemination of novel materials including elemental
aluminum, concrete and plastics, shaped into abundant rapidly-evolving
‘techno fossils’. Fossil-fuel combustion has disseminated black carbon,
inorganic ash spheres and spherical carbonaceous particles worldwide,
showing near-synchronous global increase around 1950. Anthropogenic
sedimentary flux changes have intensified, including enhanced erosion
through deforestation and road construction. Widespread sediment retention
behind dams has amplified substantive delta subsidence.
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Geochemical signatures include elevated levels of polyaromatic
hydrocarbons, polychlorinated biphenyls and pesticide residues, and increased
207/206Pb ratios from leaded gasoline, largely from ~1945–50. Soil nitrogen
and phosphorus inventories have doubled in the past century through
increased fertilizer use, generating widespread signatures in lake strata and
nitrate levels in Greenland ice higher than any time during the previous
100,000 years.

Atmospheric CO
2
 and CH

4
 concentrations depart from Holocene and

indeed Quaternary patterns from ~1850, markedly from ~1950, with
associated steep fall in temperature permanently captured by tree-rings
and calcareous fossils. An average global temperature increase of 0.6- 0.9°
C from 1900, mostly in the last 50 years, is now rising beyond the Holocene
variation of the last 1400 years, along with modest enrichment of oxygen in
Greenland ice from ~1900. Global sea-levels increased at 3.2 ± 0.4 mm/
year from 1993-2010, and are now rising above Late Holocene rates.
Depending on the trajectory of future anthropogenic forcing, these trends
may reach or exceed the envelope of Quaternary interglacial conditions.

CO
2
 concentration as indicator of the Anthropocene

The emission of large quantities of a colourless, odourless gas such as carbon
dioxide (CO

2
) can affect the energy balance at the Earth’s surface has

reinforced the concern that human activity can adversely affect the broad
range of ecosystem services that support human (and other) life (IPCC,
2007; MEA, 2005) and could eventually lead to a ‘crisis in the biosphere’,
cited in (Grinevald, 2007). Taken together, these trends are strong evidence
that humankind, our own species, has become so large and active that it
now rivals some of the great forces of Nature in its impact on the functioning
of the Earth system. The imprint on the environment was also evident in the
atmosphere, in the rise of the greenhouse gases CO

2
, CH

4
 and nitrous

oxide (N
2
O). Carbon dioxide, in particular, is directly linked to the rise of

energy use in the industrial era as it is an inevitable outcome of the combustion
of fossil fuels. Between 1800 and 2000, the human population grew from
about one billion to six billion, (McNeill, 2000). The fraction of the land
surface devoted to intensive human activity rose from about 10 to about
25–30% (Lambin, & Geist, 2006).

Although the atmospheric CO
2
 concentration provides a very useful

indicator to track the evolution of the Anthropocene (Steffen et al 2007), it

Impact of Anthropocene era on Global biodiversity
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is not particularly useful for identifying a beginning date for the Anthropocene
because natural sinks of carbon in the oceans and on land dampened and
delayed the imprint of the early industrial period on the atmosphere. For
example, atmospheric CO

2
 concentration was 283 ppm in 1800 and 284

ppm in 1825 (Etheridge et al, 1998), all of which lie within the range of
Holocene variability of 260–285 ppm (Indermuhle et al, 1999). Only by
1850 did the CO

2
 concentration (285 ppm) reach the upper limit of natural

Holocene variability and by 1900 it had climbed to 296 ppm (Etheridge et al,
1998), just high enough to show a discernible human influence beyond natural
variability. Since the mid-twentieth century, the rising concentration and
isotopic composition of CO

2
 in the atmosphere have been measured directly

with great accuracy (Keeling, 1960), and has shown an unmistakable human
imprint. Figure 1 shows atmospheric carbon dioxide concentration (parts
per million by volume) from 2000 to 2018.

Methane emissions are those stemming from human activities such as
agriculture and from industrial methane production. The addition of man-
made greenhouse gases to the atmosphere disturbs the earth’s radiative
balance. This is leading to an increase in the earth’s surface temperature
and to related effects on climate, sea level rise and world agriculture.
Emissions of CO

2 
are from burning oil, coal and gas for energy use, burning

wood and waste materials, and from industrial processes such as cement
production.

Carbon dioxide (CO
2
) makes up the largest share of the greenhouse

gases contributing to global warming and climate change. Converting all
other greenhouse gases (methane (CH

4
), nitrous oxide (N

2
O),

hydrofluorocarbons (HFCs), perfluorocarbons (PFCs), Sulphur hexafluoride
(SF

6
)) to carbon dioxide (or CO

2
) equivalents makes it possible to compare

them and to determine their individual and total contributions to global
warming. The Kyoto Protocol, an environmental agreement adopted in 1997
by many of the parties to the United Nations Framework Convention on
Climate Change (UNFCCC), is working towards curbing CO

2
 emissions

globally.

Types of anthropogenic impact on biodiversity

Human impacts on biodiversity are not single dimensional. Following the
Millennium Ecosystem Assessment (MEA, 2005), we identify five broad
categories of human impact with the potential for resulting biodiversity trends
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to differ by category. Current ecological theory is relatively weak in enabling
us to predict how anthropogenic impacts will change biodiversity, so most
of our knowledge to date is empirical. The current knowledge of how five
different human impacts affect biodiversity are summarized as below:

1. Land-cover change – human-caused land-cover change typically
decreases species richness in the changed area. However, by creating more
heterogeneous habitat structure, meta-community to biogeo-graphical-scale
species richness can increase by, for example, bringing in edge or open
habitat species (Laurance et al, 2002). Also, during restoration or recovery
from disturbance, species richness often peaks at intermediate successional
stages rather than either immediately after change or at the original ‘climax’
state (Odum, 1969).

2. Chemical release – detrimental pollution often, but not always,
decreases richness (e.g., mine tailings (Herna´ndez & Pastor, 2008),
insecticides (Brittain et al, 2010), acid rain (Schindler et al, 1989). The effects
of fertilizer pollution (i.e., eutrophication) are more complex, with richness
both increasing and decreasing depending on various factors (Olde Venterink
et al, (2003); Dodson et al, 2000), although the biomass of producer and
detrivore levels usually increases.

3. Overharvesting – nonselective harvesting has drastically decreased
biomass as well as species richness (Koch & Barnosky, 2006), but selective
harvesting of top predators can sometimes lead to predator release with
increased biomass or species richness (Paine, 1966). Grazing can increase
or decrease plant species richness, depending on interactions with available
nutrients (Proulx & Mazumder, 1998).

4. Climate change – although dire predictions of species loss due to
climate change have been made (Thomas et al, 2004), it is difficult to prove
that any modern species has gone extinct due to current climate change.
The paleontological record provides a mixed record of examples, with North
American trees losing only a single species (Jackson & Weng, 1999) and
North American small mammals gaining species richness due to invasions
through the glacial–interglacial cycles of the Quaternary. Tree diversity in
Asia shows similar patterns, whereas Europe lost a significant number of
tree species during the same period Latham and Ricklefs (1993).

5. Species transport/invasions – with the exception of invasive
predators on islands that had not previously experienced predation (Blackburn

Impact of Anthropocene era on Global biodiversity
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et al, 2004) it is difficult to document extinctions of species due to invasions
at large spatial scales. Evidence for invasion-caused local-scale extinctions
is not unheard of, but also not common (Gurevitch & Padilla. 2004).
However, both modern (Gurevitch & Padilla. 2004), Sax & Gaines, 2003)
and paleo records (Vermeij 1991) show that large bursts of interchange
increase richness at the larger scales.

Thus the effects of anthropogenic impacts on biodiversity are complex
and varied. In particular, anthropogenic impacts can both increase and
decrease species richness. Until we have a very good understanding of the
magnitude of each of these effects in different situations, it would be difficult
to tell from averaging across human impacts what the overall trend would
be.

The Anthropocene and trends in biodiversity

‘How terrible is the biodiversity catastrophe?’ is a question many professional
ecologists have been asked in some form by lay acquaintances. Rephrased
in scientific terms, this is a question about trends in biodiversity: is biodiversity
improving (going up) or worsening (going down)? Not coincidentally,
governments have posed the same question and identified policy goals for
trends in biodiversity. The 2002 United Nations Convention on Biological
Diversity (CBD) (Secretariat of the Convention on Biological Diversity,
2010) set out ‘to achieve by 2010 a significant reduction of the current rate
of biodiversity loss at the global, regional and national level’. Most people
assume that biodiversity trends must be strongly negative for a simple reason:
we live in the Anthropocene. The movement to name a new geological era
‘the Anthropocene’ (Steffen et al, 2011) is a recognition of the degree to
which humans are now the dominant driver of patterns in global
biogeochemistry and biodiversity. Humans have (MEA, 2005):

(i) modified as much as 50% of terrestrial land cover;

(ii) consumed roughly 40% of the Earth’s primary productivity every
year;

(iii) doubled the annual conversion of nitrogen from inert atmospheric
sources into biologically reactive forms and mined so much phosphorous
that the drainage of synthetic fertilizers into the oceans has created giant
anoxic dead zones;
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(iv) emitted enough CO
2
 through the burning of fossil fuels that a doubling

of the atmospheric concentration is likely in the lifetime of some people
alive today;

(v) increased the concentrations of CO
2
 and other greenhouse gases

with the result that short-term increases in global temperature will overshadow
normal annual- to millennial-scale variation; and

(vi) Hunted and fished to such a degree that dominant top predators
are absent or endangered on land and sea. The cumulative impact of a
population of over 7 billion humans clearly warrants the geological label of
Anthropocene.

For ecologists, it is both an interesting intellectual challenge and a pressing
question of sustainability, ethics, and policy to understand and predict the
effects of these changes on biodiversity. Given the enormous impacts humans
are having, it is conventional wisdom that the changes in biodiversity must
be large and negative.

Drift in statistics of species in the threatened categories

All of the statistics presented for species only (i.e., they do not include
subspecies, varieties or geographically isolated subpopulations or stocks).
The major taxonomic groups under consideration are Mammals, Birds,
Reptiles, Amphibians, Fishes, Insects, Molluscs, Other Invertebrates, Fungi
& Protists and plants. The data consists of ten years starting from 2000 to
2018 at an interval of two years.

Species assessed as Critically Endangered (CR), Endangered (EN), or
Vulnerable (VU) are referred to as “threatened” species. Reporting the
proportion of threatened species on The IUCN Red List is complicated
because: not all species groups have been fully evaluated, and some species
have so little information available that they can only be assessed as Data
Deficient (DD).

Changes in numbers of species in the threatened Critically Endangered
(CR) category from 2000 to 2018 (IUCN Red List version 2018-2) for the
major taxonomic groups (Mammals, Birds, Reptiles, Amphibians, Fishes,
Insects, Molluscs, Other Invertebrates, Fungi and Protists and plants) are
summarized in figure 2. According to the International Union for Conservation
of Nature (IUCN) Red List of threatened and endangered species, one-
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quarter of mammal species, one-eighth of bird species, and over 40% of
amphibian species are threatened; although much less is known about
invertebrates and plants, thousands of these species are also at risk (Steffen
et al, 2011). Figure 3 and figure 4 indicates changes in numbers of species
in the threatened Endangered (EN) and threatened Vulnerable (VU)
categories from 2000 to 2018 for the major taxonomic groups (Mammals,
Birds, Reptiles, Amphibians, Fishes, Insects, Molluscs, Other Invertebrates,
Fungi and Protists and plants). A significant drop can be seen in many
fragile taxonomic groups.

The Living Planet Index suggests that vertebrate populations now have
52% fewer individuals than 40 years ago (McClellan et al, 2014). There are
discussions of an impending sixth major mass extinction analogous to the
previous five documented mass extinctions (Pimm et al, 2014). The great
negative impact of humans is so well accepted that many ecologists have
largely moved on to exploring questions of the implications for humans of
this impending decline of biodiversity (Hooper et al, 2012). However, if we
examine the literature on empirically documented trends in biodiversity, a
complex picture emerges with many contradictory results. For example,
total biodiversity on many oceanic islands, often perceived as among Earth’s
most fragile ecosystems, has stayed steady or even increased, despite
repeated waves of extinction that have accompanied the arrival of humans
on islands (Sax et al, 2002). There is considerable empirical evidence that
continental biodiversity at regional or local scales is also holding steady or
increasing (Sax & Gaines 2003). Three recent analyses (Dornelas et al,
2014; Supp & Ernest 2014) that collectively assembled published data from
hundreds of biodiversity inventory studies found that local diversity is, on
average, constant. Indeed, almost all human impacts can have positive as
well as negative effects on biodiversity. Over much longer timescales,
paleontological data show that life is surprisingly resilient (McGill et al, 2005).
Many of the direct projections of biodiversity studies versus other sources
of information are largely due to comparisons of apples with oranges.
Specifically, we argue that achieving an accurate and general assessment
of trends in biodiversity depends on the recognition of two key dimensions:
the type of biodiversity measured and the spatial scale of the observations.
We propose that progress in understanding biodiversity trends depends on
explicitly addressing these two aspects.
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Conserving Biodiversity at Global Level

Conserving biodiversity spans multiple sectors, from governments and
academia to environmental and development non-government organizations
(NGOs), to businesses and community groups. Repeated efforts over several
decades have included courageous international commitments, including the
2020 Aichi targets enshrined in the United Nations Convention of Biological
Diversity (CBD, 2014), and the Sustainable Development Goals for 2030
settled in 2015 (Waage et al, 2015). However, progress to slow biodiversity
loss has hindered (Butchart et al, 2010), and it is becoming increasingly
clear that neither of these commitments for global biodiversity conservation
are likely to be met given estimated increases in human population (Gerland
et al, 2014) and consequent hassle for natural resources (Sulston  et al,
2013). The severity of environmental challenges facing humanity has led
many to suggest that a new approach to biodiversity conservation is needed
(Mace, 2014). Perhaps the most down-to-earth option is to incorporate the
value of biodiversity into decision-making using economic methods (Atkinson
et al, 2012), and yet this idea remains highly controversial (Silvertown, 2015;
Neuteleers & Engelen, 2015).

Predicting effects of anthropogenic activities on values of

biodiversity

Improving scientific understanding of the links between biodiversity and
value should result in improved prospects for biodiversity. However, recent
analyses show that while indicators of effective responses are improving
(e.g. awareness of the value of biodiversity and establishment of protected
areas) the state of biodiversity is deteriorating, according to standard metrics.
This suggests that a key challenge moving forward is to identify and overcome
the innumerable social, cultural and political obstacles to effective translation
of policy into actions and financial resources that benefit biodiversity. To do
this, ecologists and conservation biologists need to engage much more strongly
with and draw on the social sciences (e.g. political science, psychology and
anthropology) as well as the humanities (e.g. history, philosophy and
aesthetics).

This in itself will require focused effort by members of all these
disciplines to share knowledge and develop common languages and
frameworks (Bohan, 2016) . Ultimately, meeting the challenge of
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understanding and maintaining the value of biodiversity in the Anthropocene
demands a genuinely interdisciplinary approach, one that rigorously unites
the social sciences, natural sciences and humanities on the one hand, and
researchers and practitioners on the other. At a time of planetary collapse,
and political divide, such collaboration and cooperation within and between
disciplines and sectors has never been more important.

Conclusion

In summary, further research is required in many areas before we can
reliably quantify the impacts of anthropogenic activities on the values of
biodiversity and develop robust metrics to guide environmental policy.
Similarly, more evidence is needed to support the idea that functional traits
extracted from present-day snapshots of ecological networks or assemblages
can help us predict the resilience of ecosystems in the face of environmental
change.It is the need of hour to effectively translate policies into actions
and financial resources that benefit biodiversity.

Anthropocene demands a authentically interdisciplinary approach,
researchers and practitioners to combact biodiversity loss. Collaboration
and cooperation along with data sharing within Governments, NGOs, and
between disciplines and sectors have to be integrated.

References:

Assessment, M. E. (2005). Ecosystems and human well-being: wetlands and water.
Atkinson, G., Bateman, I., & Mourato, S. (2012). Recent advances in the valuation

of ecosystem services and biodiversity. Oxford Review of Economic Policy,

28(1), 22-47.
Blackburn, T. M., Cassey, P., Duncan, R. P., Evans, K. L., & Gaston, K. J. (2004).

Avian extinction and mammalian introductions on oceanic
islands. Science, 305(5692), 1955-1958.

Brittain, C. A., Vighi, M., Bommarco, R., Settele, J., & Potts, S. G. (2010). Impacts of
a pesticide on pollinator species richness at different spatial scales. Basic and

Applied Ecology, 11(2), 106-115.
Butchart, S. H., Walpole, M., Collen, B., Van Strien, A., Scharlemann, J. P., Almond,

R. E., ... & Carpenter, K. E. (2010). Global biodiversity: indicators of recent
declines. Science, 1187512.

CBD. 2014 Resourcing the Aichi Biodiversity Targets. Report of the High-Level
Panel on Global Assessment of Resources for Implementing the Strategic Plan
for Biodiversity 2011–2020. Montreal, Canada.



79

Corlett, R. T. (2015). The Anthropocene concept in ecology and conservation. Trends

in ecology & evolution, 30(1), 36-41.

Dodson, S. I., Arnott, S. E., & Cottingham, K. L. (2000). The relationship in lake
communities between primary productivity and species richness. 
Ecology, 81(10), 2662-2679.

Dornelas, M., Gotelli, N. J., McGill, B., Shimadzu, H., Moyes, F., Sievers, C., &
Magurran, A. E. (2014). Assemblage time series reveal biodiversity change but
not systematic loss. Science, 344(6181), 296-299.

Etheridge, D. M., Steele, L. P., Langenfelds, R. L., Francey, R. J., Barnola, J. M., &
Morgan, V. I. (1998). Historical CO

2
 records from the Law Dome DE08, DE08-2,

and DSS ice cores. Trends: a compendium of data on global change, 351-364.

Gerland, P., Raftery, A. E., Ševèíková, H., Li, N., Gu, D., Spoorenberg, T., ... & Bay,
G. (2014). World population stabilization unlikely this century. Science,

346(6206), 234-237.

Grinevald, J. (2007). La biosphère de l’anthropocène: climat et pétrole, la double
menace: repères transdisciplinaires (1824-2007). Georg éditeur.

Gurevitch, J., & Padilla, D. K. (2004). Are invasive species a major cause of
extinctions?. Trends in ecology & evolution, 19(9), 470-474.

Hernández, A. J., & Pastor, J. (2008). Relationship between plant biodiversity and
heavy metal bioavailability in grasslands overlying an abandoned
mine. Environmental geochemistry and health, 30(2), 127-133.

.Hooper, D. U., Adair, E. C., Cardinale, B. J., Byrnes, J. E., Hungate, B. A., Matulich,
K. L., ... & O’Connor, M. I. (2012). A global synthesis reveals biodiversity loss
as a major driver of ecosystem change. Nature, 486(7401), 105.

Indermühle, A., Stocker, T. F., Joos, F., Fischer, H., Smith, H. J., Wahlen, M., ... &
Meyer, R. (1999). Holocene carbon-cycle dynamics based on CO

2
 trapped in

ice at Taylor Dome, Antarctica. Nature, 398(6723), 121.

Intergovernmental Panel on Climate Change, (IPCC). 2007 Climate change 2007:
the physical science basis. Summary for policymakers. Geneva, Switzerland:
IPCC Secretariat, World Meteorological Organization.

Jackson, S. T., & Weng, C. (1999). Late Quaternary extinction of a tree species in
eastern North America. Proceedings of the National Academy of

Sciences, 96(24), 13847-13852.

Keeling, C. D. (1960). The concentration and isotopic abundances of carbon dioxide
in the atmosphere. Tellus, 12(2), 200-203.

Koch, P. L., & Barnosky, A. D. (2006). Late Quaternary extinctions: state of the
debate. Annual Review of Ecology, Evolution, and Systematics, 37.

Lambin, E. F., & Geist, H. J. (Eds.). (2006). Land-use and land-cover change: local
processes and global impacts. Springer Science & Business Media.

Impact of Anthropocene era on Global biodiversity



80 Environment Health and Society

Latham, R. E., & Ricklefs, R. E. (1993). Global patterns of tree species richness in
moist forests: energy-diversity theory does not account for variation in species
richness. Oikos, 325-333.

Laurance, W. F., Lovejoy, T. E., Vasconcelos, H. L., Bruna, E. M., Didham, R. K.,
Stouffer, P. C., ... & Sampaio, E. (2002). Ecosystem decay of Amazonian forest
fragments: a 22 year investigat-ion. Conservation Biology, 16(3), 605-618.

Mace, G. M. (2014). Whose conservation?. Science, 345(6204), 1558-1560.

Malhi, Y. (2017). The concept of the Anthro-pocene. Annual Review of Environment

and Resources, 42, 77-104.

McClellan, R. et al. (2014) WWF Living Planet Report 2014: Species and Spaces,
People and Places, World Wide Fund for Nature

McGill, B. J., Dornelas, M., Gotelli, N. J., & Magurran, A.  E. (2015). Fifteen forms of
biodiversity trend in the Anthropocene. Trends in ecology & evolution, 30(2),
104-113.

McGill, B. J., Hadly, E. A., & Maurer, B. A. (2005). Community inertia of Quaternary
small mammal assemblages in North America. Proceedings of the National

Academy of Sciences, 102(46), 16701-16706.

McNeill, J. R. (2001). Something new under the sun: An environmental history of
the twentieth-century world (the global century series). WW Norton &

Company.

MEA (Millennium Ecosystem Assessment). 2005 Ecosystems and human well-
being: synthesis. Washington, DC: Island Press.

Neuteleers, S., & Engelen, B. (2015). Talking money: How market-based valuation
can undermine environmental protection. Ecological Economics, 117, 253-
260.

Newbold, T., Hudson, L. N., Hill, S. L., Contu, S., Lysenko, I., Senior, R. A., ... & Day,
J. (2015). Global effects of land use on local terrestrial biodiversity. Nature,

520(7545), 45.

Odum, E. P. (1969). The strategy of ecosystem development. Boletín CF+ S, (26).

Olde Venterink, H., Wassen, M. J., Verkroost, A. W. M., & De Ruiter, P. C. (2003).
Species richness–productivity patterns differ between N , P , and K limited
wetlands. Ecology, 84(8), 2191-2199.

Outlook, G. B., CHM, C. H. M., Cooperation, S. S., Fund, J. B., Protocol, C., Plan, S.,
... & Decisions, C. O. P. M. O. P. (2010). Global biodiversity outlook 3. In
Montréal, Canada: Secretariat of the Convention on Biological Diversity.(http:/
/gbo3. cbd. int/) Phil. Trans. R. Soc. B (Vol. 9).

Paine, R. T. (1966). Food web complexity and species diversity. The American

Naturalist, 100(910), 65-75.

Payne, J. L., Bush, A. M., Heim, N. A., Knope, M. L., & McCauley, D. J. (2016).



81

Ecological selectivity of the emerging mass extinction in the oceans. Science,

353(6305), 1284-1286.

Pimm, S. L., Jenkins, C. N., Abell, R., Brooks, T. M., Gittleman, J. L., Joppa, L. N., ...
& Sexton, J. O. (2014). The biodiversity of species and their rates of extinction,
distribution, and protection. Science, 344(6187), 1246752.

Proulx, M., & Mazumder, A. (1998). Reversal of grazing impact on plant species
richness in nutrient poor vs. nutrient rich ecosystems. Ecology, 79(8), 2581-
2592.

Quintessence Consortium. (2016). Networking our way to better ecosystem service
provision. Trends in ecology & evolution, 31(2), 105-115.

Sax, D. F., & Gaines, S. D. (2003). Species diversity: from global decreases to local
increases. Trends in Ecology & Evolution, 18(11), 561-566.

Sax, D. F., Gaines, S. D., & Brown, J. H. (2002). Species invasions exceed extinctions
on islands worldwide: a comparative study of plants and birds. The American

Naturalist, 160(6), 766-783.

Schindler, D. W., Kasian, S. E. M., & Hesslein, R. H. (1989). Losses of biota from
American aquatic communities due to acid rain. Environmental monitoring

and assessment, 12(3), 269-285.

Secretariat of the Convention on Biological Diversity (2010) Global BIodiversity
Outlook 3, Secretariat of the Convention on Biological Diversity

Silvertown, J. (2015). Have ecosystem services been oversold?. Trends in ecology

& evolution, 30(11), 641-648.

Steffen, W., Crutzen, P. J., & McNeill, J. R. (2007). The Anthropocene: are humans
now overwhelming the great forces of nature. AMBIO: A Journal of the Human

Environment, 36(8), 614-621.

Steffen, W., Grinevald, J., Crutzen, P., & McNeill, J. (2011). The Anthropocene:
conceptual and historical perspectives. Philosophical Transactions of the

Royal Society A: Mathematical, Physical and Engineering Sciences,

369(1938), 842-867.

Steffen, W., Richardson, K., Rockström, J., Cornell, S. E., Fetzer, I., Bennett, E. M.,
... & Folke, C. (2015). Planetary boundaries: Guiding human development on a
changing planet. Science, 347(6223), 1259855.

Sulston, J., Rumsby, M., & Green, N. (2013). People and the Planet. Environmental

and Resource Economics, 55(4), 469-474.

Supp, S. R., & Ernest, S. M. (2014). Species level and community level responses to
disturbance: a cross community analysis. Ecology, 95(7), 1717-1723.

Thomas, C. D., Cameron, A., Green, R. E., Bakkenes, M., Beaumont, L. J., Collingham,
Y. C., .. . & Hughes, L. (2004). Extinction risk from climate
change. Nature, 427(6970), 145.

Impact of Anthropocene era on Global biodiversity



82 Environment Health and Society

Vaughan, A. (2016). Human impact has pushed Earth into the Anthropocene,
scientists say. The Guardian, 7.

Vermeij, G. J. (1991). When biotas meet: understanding biotic
interchange. Science, 253(5024), 1099-1104.

Waage, J., Yap, C., Bell, S., Levy, C., Mace, G., Pegram, T., ... & Mayhew, S. (2015).
Governing the UN Sustainable Development Goals: interactions, infrastructures,
and institutions. The Lancet Global Health, 3(5), e251-e252.

Waters, C. N., Zalasiewicz, J., Summerhayes, C., Barnosky, A. D., Poirier, C., Ga³uszka,
A., ... & Jeandel, C. (2016). The Anthropocene is functionally and
stratigraphically distinct from the Holocene. Science, 351(6269), aad 2622.

Wilcove, D. S., & Master, L. L. (2005). How many endangered species are there in
the United States?. Frontiers in Ecology and the Environment, 3(8), 414-420.

World Open data bank (https://data.worldbank.org/indicator/EN.ATM.METH.KT.
CE ? contextual = default &end=2012&start=1970&view=chart)

Figures

Figure 1: Atmospheric carbon dioxide concentration (parts per

million by volume) from 2000 to 2018.



83

Figure 2: Changes in numbers of species in the threatened Critically

Endangered (CR) category from 2000 to 2018 (IUCN Red List

version 2018-2) for the major taxonomic groups (Mammals, Birds,

Reptiles, Amphibians, Fishes, Insects, Molluscs, Other

Invertebrates, Fungi and Protists and plants)
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Figure 3: Changes in numbers of species in the threatened

Endangered (EN) category from 2000 to 2018 (IUCN Red List

version 2018-2) for the major taxonomic groups (Mammals, Birds,

Reptiles, Amphibians, Fishes, Insects, Molluscs, Other

Invertebrates, Fungi and Protists and plants).
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Figure 4: Changes in numbers of species in the threatened

Vulnerable (VU) category from 2000 to 2018 (IUCN Red List version

2018-2) for the major taxonomic groups (Mammals, Birds, Reptiles,

Amphibians, Fishes, Insects, Molluscs, Other Invertebrates, Fungi

and Protists and plants)
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Abstract: Plasma is a quiasunuetral gas of charged particle which exhibit
collective behavior. Plasma based technologies treat the municipal solid
waste and remove impurities and contaminants from air and water by the
use of an energetic plasma created from gaseous species. Gases such as
argon and oxygen, as well as mixtures such as air and hydrogen/nitrogen
are being used to produce plasmas. Conventional methods of municipal
solid waste treatment certainly do not solve problems upto a significant
level because of the harmful residues such as ash, dust, gases left behind
cannot be filtered off even with the usage of innovative technologies. Present
review describes the plasma arc technology for solid waste treatment and
compares it with conventional methods of the treatment. The plasma is not
applied to the waste directly, but used as a source of very high temperature
for the waste nearby which is therefore heated rapidly and substantially by
radiation. By increasing the temperature of the solid waste, organic



components are broken down into simpler atoms/molecules and inorganic
components are melted into a glassy slag. Plasma methods of the solid
waste treatment are more flexible than incineration because it can be modular.
Air pollution control technologies for acid gases (NOx and SOx, etc.), volatile
organic compounds, greenhouse gases, ozone layer depleting substances,
etc. have been commercialized based on the hybrid technologies catalysis,
incineration and adsorption methods.

1. Introduction

 In Physics and chemistry, plasma is an ionized gas containing electron,
ions and neutral atom characterized by the collective behavior. In general,
plasma can be classified as thermal and non-thermal plasmas [1]. In thermal
plasmas, all plasma species are in local thermal equilibrium, i.e. all species
have same temperature. In other types of plasmas, most of the coupled
energy is primarily releases to the free electrons which exceed the
temperatures of the heavy component (ions and neutral) by orders of
magnitude. Hence, the collections of energetic electrons in relatively cold
ions and neutrals are called non-thermal plasmas. In general, plasmas can
be generated by applying an electric field to a neutral gas when applied field
exceeds certain threshold (breakdown strength) a gas discharge and thus
plasma is formed. Plasmas can be generated with different characteristics
according to type of the pollutants.  Thermal and Non-thermal plasma based
pollution control technology can assist in reducing the health and economic
impacts in future. Environmental pollution not only affects the human health
but also the economy, where approximately 0.06–0.09% of the population
experiences premature death caused by air pollution [2] and 2.5 to 3 times
these numbers are admitted to hospitals. Economic development, globalization
and rising living standards have increased the quantity and complexity of
generated waste, while industrial diversification and the provision of expanded
health-care facilities have added substantial quantities of industrial hazardous
waste and biomedical waste into the waste stream that have severe
environmental and human health consequences.

Air pollution can be controlled by using non-thermal plasmas, solid and
liquid wastes treatment by thermal plasmas and drinking and waste water
treatments by thermal and non-thermal plasma methods [3-8]. The majority
of plasmas operate under atmospheric gas pressure and higher electron
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temperature. Normally, the gas temperature above combustion temperature
(2300K) is deûned as thermal plasma since the discharge plasma is mainly
sustained by thermal ionizations [9]. Plasmas, which have temperature below
2300K, can be termed as non-thermal plasma and discharge is mainly
sustained by electron impact ionizations. Present review describes the plasma
arc technology for solid waste treatment and compares it with conventional
methods of the treatment.

Plasma-arc technology was developed during the late 1800s to provide
extremely high temperatures and it employed in the metallurgy industry. In
early 1900s, plasma heaters were used in the chemical industries to
manufacture acetylene from natural gas. Plasma-arc heaters have also
been used in NASA Space program in early 1960s for simulating and
recreating the extreme high heat of re-entry into the earth’s dense
atmosphere encountered by spacecraft from orbit. Large-scale industrial
plants were built and commissioned for the development of plasma arc
technology during 1980s by various companies like Pyrolysis Systems Inc
(Canada), Siemens (Germany), Plasma Energy Applied Technology Inc
(USA), Plasmapole (France) etc.

2. Basic Principle for plasma gasification

In general, an electrical arc produces, when relatively high voltage or high
current electricity is passed between two electrodes which are spaced apart.
Inert gas under pressure is passed through the arc into a sealed container of
waste material that creates very high temperatures around 14,000 °C in the
arc column. Temperature at few feet from the plasma torch is quite high as
2,800-4,500 °C. Most of the wastes dissociate into basic elemental
components in a gaseous form, and complex molecules are separated into
individual atoms at very high temperature. Plasma arc (from electrical input)
has been in used for many years as the part of waste disposal/destruction.
When solid waste exposes to very high temperatures around 3000-4000 oC
, the organic components are broken down into simpler atoms/molecules
and inorganics are melted into a glassy slag. When this operates in oxygen
containing atmosphere or in air, the organic components burn to produce
CO

2
 and water. In the absence of oxygen, the process is termed as ‘plasma

gasification’ and it produces a combustible gas, made up mainly of carbon
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monoxide (CO) and hydrogen which can be cooled and treated for use in
other equipment. Some of the metals include mercury most of the time and
others such as cadmium, lead etc. these metals evaporate at the high
temperatures and leave the exit gas stream from which they will need to be
condensed/removed. Precursors to dioxins/furans will be destroyed at the
high operating temperatures; though care is necessary to avoid them
reforming as the gas stream is cooled. In present plasma gasification plants,
the temperature level has been reduced to optimize power use that gives
favorable conditions for volume reduction of ash (as an inert glassy slag for
beneficial use) and destruction of toxic components in flue gases.

3. Plasma Gasification System

The design of plasma gasification plant is not standardized and various
companies engaged in their manufacture custom build the facility as per
customers’ specifications. However, following are some of the essential
parts of gasification system for waste treatment.

3.1 Trituration and Conveyor Section

This section of the gasification consist a grinder or crusher for breaking the
trash into manageable size for handling by conveyor, which through it to the
plasma furnace.

3.2 Plasma Torch

In gasification system, Plasma is being produced by a device called plasma
torch or plasmatrons. It can produce extremely high temperatures that cannot
be otherwise created except through nuclear fusion/fission. By passing a
DC current between the cathode and the anode of the plasma arc torch and
simultaneously passing of air in the annular space of the torch, an extremely
high-temperature environment is created ranging in temperature from 5,000
oC to 10,000 oC. Manufactured plasma torch can be classified as DC, AC
or RF torches depending on the primary source that can be a direct current,
alternating current at mains frequency, or at radio frequency. Generally, a
conventional DC plasma torch comprises a tungsten cathode and a water-
cooled copper anode that shaped in the form of a nozzle.

Plasma technologies for municipal solid waste treatment
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Fig.1. Plasma torch mentioned in the form of its component (a)

cathode (b) plasma gas (c) Anode (d) plasma jet

Cathode and anode separates by an insulator that also consist an inlet for
working gas to produce plasmas. When a gas is injected in the electrode
gap and a dc arc is established between the electrodes, the arc is pushed
through the nozzle resulting in a high temperature, high velocity flame. The
body of the torch consists of cooling chambers for cathode and anode. The
torch is supplied with water and power through water-cooled cables which
are in turn coupled to the main power supply and water heaters. Fig. 1
shows the different parts of a plasma torch.

3.3 Pyrolysis Chamber

It is an air-locked chamber having one or more plasma torches. It allows
the garbage in but ceases hot gases from escaping in to the atmosphere.
The chamber is lined with heat-resistant refractory material. Drainage system
for slag is present at bottom side of the chamber. It also incorporates a
water-cooling system. The exit vent for the gases is placed at the top of the
chamber.

3.4 Gas Reformer and Heat Exchanger
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The gas reformer convert hydrocarbon fuel into a reformate gas such as
hydrogen-rich gas known as synthesis gas (syngas) or producer gas. In the
heat exchanger, the hot gases heat water to produce steam turbine coupled
to a generator to produce electricity.

3.5 Gas Clean-up Filter

The produced gases by the pyrolysis mainly comprise carbon monoxide (25
%), hydrogen and hydrocarbons (15 %) and carbon dioxide and nitrogen
(60 %). Later, it requires to ‘clean’ the syngas or producer gas. It is done
using gas clean-up filter. Thereafter, the gas is burned in internal combustion
(IC) engine generator sets or turbines to produce electricity.

4. Basic process of Plasma gasification

Initially, the waste is passed through crusher and grinder that reduce the
waste size accordingly. The crushed waste is fed in to the pyrolysis chamber
from the top. One or more plasma torches are installed in the chamber.
Since plasma reactor operates in an oxygen starved environment, combustion
process does not take place. With core temperature running up to 10,000
oC, plasma is able to breakdown toxic compounds within milliseconds,
avoiding the formation of secondary combustion products including the
polluting flue gas. The molecular dissociation starts above 2700 oC and
temperature below this will produce incomplete dissociation. Thus, with the
temperatures achieved in a system (above 2700 oC), all the molecules are
totally dissociated.

For waste processing, the plasma arc is not applied to the waste itself,
but used as a heat source of very high temperature for the nearby waste
which is therefore heated rapidly and substantially by radiation, though not
to the full temperatures of the plasma. Both organic and inorganic wastes
including industrial, biomedical, and nuclear and e wastes can be processed
at atmospheric pressure using this technology. The extreme temperatures
generated using a plasma torch system, transform the organic matter into
basic gases such as synthetic gas (syngas – a mix of hydrogen and carbon
monoxide gas. This synthetic gas is almost a green fuel, which is used by
advanced gas turbines for the generation of electrical power.

The inorganic materials are simultaneously melted into molten slag, which
upon cooling becomes a vitrified, inert glass-like material (through

Plasma technologies for municipal solid waste treatment
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magmavication process) that can be used by the construction industry. The
homogenous and sulphuric products contained in the feed are transformed
to hydrochloric acid (HCl), hydrofluoric acid (HF) and hydrogen sulphide
(H

2
S). Suitable neutralization techniques for these three products are

employed. No ashes are produced in the process. Syngas is made up of
carbon monoxide, hydrogen, water and nitrogen. Small amounts of chlorine,
hydrogen sulfide, particulate, carbon dioxide and metals with boiling points
less than 2280º F are contained in the gas. Because of the low oxygen
atmosphere and high temperature, the base elements of the gas cannot
form toxic compounds such as furans, dioxins, NOx, or sulfur dioxide in the
reactor. As the gas exits the reactor, it first goes to a gas reformer and then
it is cooled in a series of high temperature heat exchangers. The sensible
heat is reduced to about 270º F and is used to generate high-pressure steam
that is fed to a steam turbine to produce electricity. All essential components
of a plasma gasification plant are show in Fig. 2.

Fig 2. Complete Set up of plasma gasification plant [10].
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1. Products from Plasma Gasification System

The three major by-products of the plasma gasification process are syngas,
vitrified glass and electricity. The by products are explained below:

5.1 Syngas

Syngas (from synthesis gas) is basically referred as the mixture of gases.
It consists of primarily the hydrogen, carbon monoxide, and very often some
carbon dioxide. It has less than half the energy density of natural gas. Since
syngas is combustible, it can be used as a fuel source or as an intermediate
for the production of other chemicals.

1.2 Vitrified Glass

The inorganic fraction in the waste melt and forms an inert vitrified glass
that has excellent applications in the construction industry, including concrete
aggregate, road bed/fill and sandblasting.

5.3    Electricity

High-pressure steam from the heat exchanger goes to a steam turbine where
it is converted to electricity. Generated electricity from the steam source
provides most of the power needed for the functioning of the internal power
plant requirements. Therefore, by-products from the gasification process
are quite capable to fulfil all internal requirements for the functioning of the
plant.

2. Comparison of Conventional technology With Plasma Arc

Technology

Incineration is the conventional method to burn the waste material in the
presence of oxygen. Incinerators have significant air emission control
problems. It has been reported that the incinerator works at low temperatures
(400–500°C) in Delhi waste treatment plant. There remains a possibility of
the pathogens survival if the incineration is incomplete or done at low
temperature. An ample Airflow is the key requirement to enhance the
combustion process in the incinrators . The demand for excess airflow
limits the temperature that is achievable. Due to insufficient temperature
generated in the process chamber, incinerators produce extremely toxic

Plasma technologies for municipal solid waste treatment
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products like furanes and dioxins. This can cause air pollution or the toxic
pollutants can remain in the bottom ash, eventually finding their way into
landfills. Whereas, in case of plasma waste treatment, very high
temperatures are obtained and complete dissociation of waste takes place.
Thus, no residue is formed which is to be again treated as waste.

3. Economic price estimation for the waste treatment

Here, it requires averages 670 electrical power units (kWh) for conversion
of one ton of municipal solid waste into vitrified solids, metals, hydrogen and
carbon monoxide gas. At Rs 4 per unit, the cost of conversion works out to
be Rs 2600 per ton. Although one may be able to reduce the running cost
by, say, 75 per cent, after selling the byproducts, the net cost of the plant
would still be Rs 1000 per ton. Here, we consider Delhi for cost estimation
with its current population of over 17 million. The average garbage generation
may be around 0.7 kg per person each day in Delhi while Americans’ average
of about 2 kg per person per day). Accordingly, Delhi would be generating
around 12,500 metric tons of garbage per day. The net operational cost
would thus be Rs 8.875 million per day (at Rs 800 per ton) or Rs 2950
million per annum. This is in addition to garbage collection and transportation
and other infrastructure costs. A Startech plasma converter that could handle
1900 tons of waste daily costs roughly $240 million. Delhi would require ten
such huge plants at a whopping cost of $100 million (roughly Rs 44 billion)
.

4. Impact on Environment

Plasma gasification process uses very high temperature plasma to disrupt
the waste. Carbon based waste is almost converted to the fuel gas, therefore,
plasma gasification is considered as closest technology available that
produces no hazardous waste. All the tars, char and dioxins are broken
down because of the temperatures and drastic conditions involved in the
waste treatment process. The gaseous output from the reactor is cleaner
and there is no ash at the bottom of the reactor, while there are no by-
products that end up to landfills provided that there are available markets
for the produced slag. The use of plasma gasification processes reduce
methane emissions produced from the disposal to landfill sites.

5. Advantages and disadvantages of plasma gasification
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system

Plasma technologies have major advantages in comparison to the
conventional technologies: It creates less atmospheric pollution compared
to combustion/incineration technology. Since the system works in absence
of oxygen, oxides of nitrogen and sulphur are not emitted during normal
operations. Toxic materials become encapsulated and are therefore much
safer to handle than the toxic ash left by combustion process. Since the
plasma arc would instantly convert organic materials into synthetic gas,
often called ‘Syngas’, and melt inorganic materials, which when cooled
become rock-like and can be sold as construction materials. It disposes
waste materials very quickly. Present technology can be utilized to run
large scale waste treatment plant with less running cost.

The major disadvantages of plasma gasification technique can be
described as: The installation cost of the solid waste treatment plant is quite
high as its average cost of for setting a plasma gasification plant is about
Rs. 1-1.2 million. Volatile metals that obtained as byproduct after treatment
can leads to the vaporization and it might mixes in the main air stream. The
materials of construction of the unit and the air management system will
have to be designed to handle these materials if they are introduced into the
unit. The electrodes used for plasma arc are consumed gradually during the
waste melting cycle.  They should be replaced regularly.

6. CONCLUSION

Plasma-based arc technologies are being used widely for solid waste
treatment that emits non-hazardous by-products in the form of syngas and
rock type material. Since, installed plant has high net energy input (i.e. high
operating cost) and high capital costs, it seems uneconomic for more general
wastes. Recently, modified designs of the plasma based plant have been
developed with optimized parameters to take advantage of the perceived
environmental credentials, compact footprint and potential for high conversion
efficiency when the ‘syngas’ is used with downstream power generation
equipment. Now, the by-products from the solid waste treatment plant are
being offered in the form of electrical output and claimed low capital and
operating costs of the plant.

Plasma technologies for municipal solid waste treatment
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Sustainability in Surat City, Gujarat
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Abstract

The present study reflects solid waste management and environmental
sustainability in the Surat city of Gujarat state. Study was conducted to
know why the Surat city is performing well in solid waste management and
how other cities of India can learn from the Surat. Paper shows the municipal
status of solid waste in city. Paper talks about how people dispose these
wastes. In result, it was found that people of Surat city are matured enough
as maximum of them opts garbage truck for disposing wastes. Door to
Door system is doing good in maintaining the cleanliness of city. Paper talks
about environmental challenges in city. In result, it was found that not major
environmental problems are there in city except in some isolated areas like
slums and newly merged areas. People are much aware of harmful effect
of throwing garbage, health risk related to wastes and presence of rodents
and insects due to illegal disposal of garbage. As a result, they refrain from
throwing wastes openly. Surat Municipal Corporation (SMC) is also playing
vital role in maintaining healthy environment of city. SMC has achieved
distinction in converting wastes into fuel and compost. Proper utilization of
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public private partnership has helped municipality in maintaining efficiency
in collecting and disposal of garbage and conversion into fuel and compost
effectively. The study reveals that people are less aware about their garbage
disposal by authority. If awareness is spread among people it could promote
in segregation of waste into dry and wet waste at source easily. This will
make work for municipality easier in terms of recycling and disposing the
waste. This paper has shown that how combination of people participation
with good governance can help in maintaining good environment of city.

Keywords: Solid Waste Management, garbage disposal, door to door
initiative, environmental sustainability, garbage segregation.

1. INTRODUCTION

The population of the urban centres is continuously increasing due to
industrialization and migration from the surrounding rural areas. The increase
of urban population is a scenario of the whole world. As a whole, the world
urban population increased by 100 times during the last 200 years, while
total population increased only by 6 times in the same period (Simone et.
al., 2001). As the human population increases in urban areas many social
and environmental problems emerge. One of the major problems associated
with urbanization is the problem of waste. The term “Waste” was defined
for the first time by European Council in their guidelines EU Directive 75/
442/EEC which is amended as per new guideline published in 2008.
According to this guideline, “Any substance or object the holder discards or
intends to discard or is required to discard” is waste under the Waste
Framework Directive (European Directive: 2008/98/EC). Around the world,
waste generation rates are rising. In 2016, the world’s cities generated 2.01
billion of solid waste, amounting to a footprint of 0.74 Kg per person per
day. With rapid population growth and urbanization, annual waste generation
is expected to increase by 70 percent from 2016 levels to 3.40 billion tonnes
in 2050. United Nation through Sustainable development goals (SDG) has
emphasized on the proper solid waste management in many sub-goals, like
SDG 3: good health and well-being has goal to reduce illness from hazardous
chemicals and air, water and soil pollution and contamination; SDG 6: Clean
water and sanitation also weights on proper SWM as target on eliminating
dumping and minimizing release of hazardous materials so that water quality
could improve; SDG 7: Affordable and clean energy emphasize on SWM
technologies which can drive renewable energy from organic waste; SDG
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11: Sustainable cities has goal to ensure access for all to adequate, safe, and
affordable solid waste collection services; SDG 12: Responsible consumption
and production emphasize on proper environmentally management of all
wastes generated by human in order to minimize their adverse impact on
human health and the environment; SDG 13: Climate action talks about
adapting adequate SWM practices that can prevent emission of large amount
of greenhouse gas and lastly SDG 14: Life below water emphasize on
eliminating of uncontrolled dumping of SWM in oceans to prevent marine
pollution (Sustainable Development Goals, 2015).

Waste can de differentiated in the form of gaseous, liquid and solid
waste. Concern of this paper is on solid waste. Solid waste is defined as the
organic and inorganic waste materials produced by households, commercial,
institutional and industrial activities that have lost their value in the eyes of
the first owner.’ (Marijik, 1994). It is also defined as “material that no longer
has any value to a human being who is responsible for it, and is not intended
to be discharged through a pipe line.” (Cointreau, 1982). The solid waste
includes the material of organic and inorganic in composition. It could be
classified as residential wastes, commercial wastes, municipal wastes,
industrial wastes and agricultural wastes. In India as the cities are advancing,
materialistic life is generating solid waste on huge amount. Surat is also
facing  same problem of uncontrolled solid waste generation. This paper
will look into the types of waste generated in Surat city.

Solid Waste Management (SWM) defined as the application of
techniques to ensure an orderly execution of the various functions of
collections, transport, processing, treatment and disposal of municipal solid
waste. (Zia and Devadas, 2008). Solid Waste Management is a complex
task which depends as much upon organisation and cooperation between
households, communities, private enterprises and municipal authorities as it
does upon the selection and application of appropriate technical solutions
for waste collection, transfer, recycling and disposal (Peter et al, 1996).
This paper will look into how solid waste in managed in Surat city and what
are its implication on cities environmental sustainability.

2. STUDY AREA

Surat is a city in the Indian state of Gujarat. The city is located in the south
of Gujarat (Figure 1) and its Latitude and Longitude points are 21.1700° N,
72.8300° E. The city is located 306 km south of the state capital, Gandhinagar;

Solid Waste Management and Environmental Sustainability...
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265 kilometres south of Ahmedabad; and 289 kilometres north of Mumbai.
The Surat municipal corporation has many roles in maintaining the
administration in the city. In Surat city, Surat Municipal Corporation provides
various public services by decentralising way, hence zonal system has been
implemented so that people of Surat can utilise public services with ease
and convenience. City is divided in 7 zones (Figure 2), named as west zone,
centre zone, north zone, east zone, southwest zone, and south east zone
(District Census Handbook, Surat, 2011).

Figure 1: Location of Surat city in Gujarat

Source: Census of India, 2011

Figure 2: Zone Map of Surat City

Source: Census of India, 2011

Surat is a port city situated on the banks of the Tapti river. It has an average
elevation of 13 meters. The Surat district is surrounded by the Bharuch,
Narmada (North), Navsari and Dang (South) districts. To the west is the
Gulf of Cambay. The River Tapti flows from the East to the West and is
second largest inter-state rivers, spread across the areas of Maharashtra,
Madhya Pradesh and Gujarat.

Surat has a tropical Savanna climate (Köppen: Aw), moderated strongly
by the Sea to the Gulf of Cambay. The summer begins in early March and
lasts till June. April and May are the hottest months, the average maximum
temperature being 40 °C (104 °F). Winter starts in December and ends in
late February, with average temperatures of around 23 °C (73 °F). Sufficient
amount of rain falls here. Monsoon begins in late June and the city receives
about 1,000 millimetres (39 in) of rain by the end of September. Dominantly,
the soils are very deep, well drained and fine and medium textured. They
are slightly alkaline, slight to strong saline. Soil depth in Surat is well
distributed in two parts. The Soils in western side are dominantly very deep
followed by moderately deep and in eastern part soils are dominantly shallow
followed by moderately shallow. Soil structure of Surat varies from clayey
to loamy clay. Soil salinity in Tapi region is little bit strong in nature. Surat is
one of the districts in southern districts of the state have a sizable area
under forest. Moist deciduous forests occur in Surat division. These forests
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are not evergreen and shed their leaves during March and April, through
the under-wood and shrub cover are fairly green. Teak is an important
species which drops its leaves only in the cold weather in localities which
are relatively dry or cold, but is almost evergreen in the moistest parts of its
distribution. Teak needs a moderately good rainfall and a well-drained terrain.
The associates of teak in the moist deciduous forests are Terminalia
tomentosa and Anogeissus latifolia.

According to the 2011 India census, the population of Surat is 60,81,322.
Surat will be the most populous city in Gujarat by 2023 and Surat city’s
population is likely to grow at a rate of more than 60 percent, and Since
Surat’s growth rate is above 60 percent, it will continue growing faster than
Ahmedabad’s below 30 percent population growth. The initial provisional
data released by census India, 2011, shows that density of Surat district for
2011 is 1,337 people per sq. km (District Census Handbook, Surat, 2011). In
2001, Surat district density was at 968 people per sq km. Surat district
administers 4,549 sq km of areas. As the population is increasing problem
of solid waste management is rising and its implication on environmental
sustainability is matter of concern. Thus, the Surat city is selected for the
study.

3. DATA SOURCE AND METHODOLOGY

The study is based on both primary and secondary sources of data. The
secondary data has been collected from Surat municipal corporation (solid
waste department), thesis and reports of Central Pollution Control Board
(CPCB). Besides, books, journals, articles, internet websites were also
consulted. For primary data a set of questionnaires has been prepared and
according to that people responses have been gathered. For this simple
random sampling technique has been chosen, total 100 households have
been selected randomly.

Status of solid waste has been acquired on the basis of secondary data
collected from Surat municipal corporation. Problem related to solid waste
management has been figured out through collection of primary data.
Information on types of waste collected, their disposal methods, waste
management practices have been collected through gathered respondent’s
answers and solid waste department, Surat. These collected data and
feedback of the respondents gathered from questionnaire have been
presented through tables and simple diagram like bar diagram and pie diagram.

Solid Waste Management and Environmental Sustainability...



4. RESULT AND DISCUSSION 4.1 MUNICIPAL STATUS OF

SOLID WASTE

Population of more than 6 million living in Surat city has many aspirations
and desires. With the passage of time desires are changing, so the
consumerism is also increasing, changing of lifestyle and increase in
production and consumption has changed the nature of wastage quantitatively
and qualitatively. According to report of Central Pollution Control Board
(CPCB), per capita was generation in Surat city is 400 gram/day. Wastes
are disposed through door to door garbage collection system and container
lifting system.

Table 1: Existing Status of Solid Waste Management (SWM) in

Surat, 2013 Head 2013

Total quantum of solid waste generated (MT) 1434

Total quantum of solid waste collected and
transported (MT) 1350.28

% of garbage handled by SMC 75

% of garbage handled by Contractor 25

Generation per person (gm/day) 400

Efficiency in % (Collection/Generation) 94.16

Density of Waste (kg/m3) 533
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Abstract

Chemical dyes drive the growth of different industries, especially of the
developing countries including India and China. Among various industries,
the textile industry uses >50% of the dyestuff of global market, which include
>1,00,000 commercially available dyes belonging to different structural
classes, such as, acidic, basic, disperse, azo, anthraquinone and metal
complex dyes. Due to complex structural class, the dyes are resistant to
degradation by light, water, and biotic factors. Intermediate degraded products
of dyes in the industrial effluent act as genotoxicants, mutagens, and
carcinogens, therefore, cause occupational and environmental hazards to
human and other living organisms. In human, dyes cause respiratory
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sensitization, allergic contact dermatitis, and other maladies. Health safety
of the industrial workers and environmental security of water bodies have
become a matter of great concern for ecologists, industrialists and policy
makers. The dyes severely affect the water bodies as they deteriorate the
aesthetic value, reduce light compensation points, lower the biological
productivity, and cause ecotoxicity at different levels of biological organization.
Also, the dyes and associated heavy metals contaminate groundwater and
thus reduce the cost of prime land. Though the dye color has been considered
as a major environmental threat, we critically evaluated the scientific
literature and demonstrated the dye metabolites as more potent
environmental and health hazards which need immediate attention.
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1. Prevalence of dyes in the environment: An emerging challenge

The production and consumption of dyes have increased exponentially during
the past decades. Developing nations like India, China, and other Asian
economies have become a major hub of textile industries, especially in the
dyeing sector (IHS Markit, 2018). Different classes of dyes are being
produced with the maximum production of reactive and disperse dyes. Almost
320 thousand metric tons of dyes and pigments were produced in the fiscal
year 2017, up from 240 thousand metric tons in 2014 (Statista, 2017). This
ever increasing usage of dyes has grave repercussions for the environment.

Textile dye effluents have severely impacted the biosphere, hydrosphere
and lithosphere of earth system (Gupta et al., 2017; Rawat et. al., 2016).
Starting from the water body in which the effluents are disposed off to the
surrounding land and soil, all have been severely affected. Moreover, even
living organisms have shown drastic changes due to exposure to dyes, both
direct and indirect, causing severe health implications (Hassaan et al., 2017;
Lowry et al., 1980; Rajaguru et al., 2002). Despite >3 decades of extensive
research on the effects of dyes, these efforts fail to bring about noticeable
changes due to poor documentation, therefore the need for this review
arises for a comprehensive study of the environment and human health
challenges of textile dyes.

2. Methodology

We searched online databases viz. Scopus, Pubmed, and Web of Science
and further retrieved research papers on the effect of usage of dyes on
humans and the environment. To examine the effect of dyes on human
health, we analyzed research papers on case studies of occupational exposure
to textile dyes and extrapolated studies on cell lines, rat/mice and other
animal models.

3. Results and Discussion

Textile Dye-Environment-Human Interactions : Emerging...
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3.1 Impact of dyes on the environment

3.1.1 Impact of dyes on the aquatic ecosystem

The textile industry is a highly water-intensive industry with a significant
portion of the water being used in the dyeing sector. This indiscriminately
high usage leads to equally high pollution of water bodies (Rawat et al.,
2018; Singh et al., 2017). Up to 200 tons of water is polluted in the production
of 1 ton of fabric during traditional dyeing and finishing processes (Moore
et al., 2004). The effluent released by the industry is characterized by its
high BOD, COD, TDS, and presence of heavy metals like chromium and is
often colored due to the presence of raw dyes (Carneiro et al., 2010).
Colorants in dyes reduce the aesthetic quality of the water body, whereas
high TDS of effluent increases the turbidity of water body resulting in reduced
penetration of sunlight in water and thereby in low photosynthetic activities
in submerged plants. High levels of nitrates and sulphates in textile effluent
accelerate eutrophication of water body (Lunau et al., 2012). Sharma et al.
(2005) monitored the response of aquatic macrophytes towards textile
industry wastewater and observed that plant growth was adversely affected.
The shoots of submerged macrophytes became highly brittle with one of
them losing almost all its leaves. Also, the dry weight of the plants got
reduced markedly (Fig. 1). In fact, the dye wastewater showed similar
toxic effects on free floating and emergent macrophytes, except Phragmites.
A similar effect was seen on the growth of nitrogen-fixing cyanobacteria
Anabena sp. by Hu et al. (2001). On addition of water containing azo dye
RP2B, the growth of cyanobacterium was inhibited along with inhibition of
chlorophyll A and protein synthesis in a dose-dependent manner.

The dye wastewater has far-reaching effects even on the aquatic
animals. The dyes in the effluent are highly resistant and therefore can
bioaccumulate in the aquatic animals causing ecotoxicity at higher levels of
food chain creating challenges for human consumption. Belpaire et al. (2015)
showed the accumulation of textile dyes in the muscle tissue of wild European
eel-Anguilla anguilla. The eels sampled from the area around the textile
industries showed the maximum level of dye accumulation (Fig. 1). In another
study, Marlasca et al. (1998) showed the induction of micronuclei
accompanied by hepatic alterations in rainbow trout which was exposed to
textile industry effluent (Fig. 1). Therefore, the consumption of these aquatic



107

plants and animals is a major cause of concern as it may lead to several
health risks as discussed in section 3.3.

3.1.2 Impact of dyes on the terrestrial ecosystem

Textile industry effluent severely alters the properties of lithosphere,
specifically resulting in steep decline in soil productivity due to alteration of
many factors that govern the biotic components and drive physiochemical
cycles of the soil. Addition of the effluent also causes the introduction of
several undesirable chemicals and associated ions which ultimately change
the dynamics of the soil system. The results of all this can be seen on the
plant growth which gets severely halted, sometimes even leading to plant
death.

Krishna et al. (2004) monitored the soil health around the industrial
region and observed that effluent also increased the levels of toxic heavy
metals in soils. Topac et al. (2009) showed that the nitrogen transformation
processes in the soil get severely altered on the addition of dye water
containing sulphonated azo dye and sulfanilic acid. They found that the
urease activity, arginine ammonification rate, nitrification potential, and
ammonium oxidizing bacteria showed a significant decrease in numbers
along with restriction in the nitrogen use efficiency of the plants resulting in
lower productivity. In a similar study by Batool et al. (2012), it was shown
that the ammonium oxidation process got suppressed when water released
by textile and dyestuff industries was added. Parallel findings were obtained
by Imran et al. (2015) when they studied the soil microbial community
composition on the addition of dyes. A marked shift in both fungal and
bacterial communities was observed on analysis of the phospholipid profiles
(Fig. 2). Moreover, different dye had different severity of impact on different
microbiota. While Reactive Black 5 had a significant negative impact on
fungal PLFA, the opposite was the effect of Direct Red 81.

The reuse of the effluent for irrigation purposes has become nearly
impossible due to its high salinity and sodicity which impairs the growth of
plants (Rathore, 2011). Oguntade et al. (2014) studied the impact of dye
wastewater on irrigation of Amaranthus cruentus. They observed that
100% of the plant root hairs got damaged and in severe cases even resulted
in the plant death (Fig. 2). Moreover, there was a reduction in the number
of leaves and their dry and wet weights. Also, the stem girth increased due
to the accumulation of heavy metals. Zhou et al. (2003) studied the effect
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of reactive X-3B red dye on iron uptake of three food crops: soybean, rice,
and watermelon. It was shown that iron uptake was inhibited with a severe
effect on the activity of iron reductase which led to a deficiency of iron in
the crops (Fig. 2). Also, the anthraquinone and azo dyes altered the foliage
volatiles, carotenoids, and physiology of wheat (Copaciu et al., 2013). Several
studies on Allium cepa showed the generation of oxidative stress and
inhibition of photosynthetic activity (Jadhav et al., 2011). Therefore,
contamination of an area with dyes has grave consequences on the plant
health. Besides bioaccumulation of the dyes, the alteration in plant
physiological processes poses severe threat on food security of the country.
Moreover, consumption of such crops may lead to health complications in
humans as well.

3.2 Dyes and human health concern

As already discussed, both plants and animals get contaminated with dyes
which are present in the surrounding environment due to bioaccumulation
and therefore consumption of such food poses several health risks (Fig. 3).
Moreover, cases of occupational exposure causing several problems and
maladies have become increasingly common. Reports of cancer being caused
due to the same have been on the rise since the past decade. Several studies
have been carried out to see the impact of dyes on mammals, especially on
humans by taking rat/mice as model organisms. Also, the effect of dye
exposure is not confined to a single system of the human body. The dyes
spread through the circulatory system in the whole body causing several
complications ranging from mere allergy and irritation to severe and fatal
cases of cancer. The effects on different organ systems have been discussed
briefly as under.

3.2.1 Impact of dyes on sensory system

The workers involved in dyeing and handling of dyes in the industries have
been impacted profoundly. The exposure, even when acute has been a
cause of major health problems ranging from the irritation of skin and eyes
to severe cases of chemosis and even permanent blindness (Fig. 3). The
dyes are also known to cause skin allergies, contact dermatitis and epidermal
edema (Hassaan et al., 2017).
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Some dyes can migrate through the skin. This gets further enhanced
due to low precipitation fastness of the dyes and poor dyeing techniques
accompanied by inadequate safety conditions. Moreover, various microbes
present on the skin epidermis can absorb dyes from skin tight cloths eventually
causing skin irritation. Dyes combine with HSA (human serum albumin)
forming dye-HSA conjugate which acts as antigen and a potential allergen
(Sun et al., 2016).

3.2.2 Impact of dyes on digestive system

Accidental inhalation of dyes or consumption of water and food contaminated
with dyes results in major complications in organs of the digestive system.
Parent dyes, as well as their toxic metabolites serve as hepatocarcinogen
and have also been proven to cause colon tumor and colon cancer (de Lima
et al., 2007). These dyes are also shown to have genotoxic and clastogenic
(chromosome break) properties (Tsuboy et al., 2007).

Gut microflora, especially that of the liver degrade the parent azo dyes
into mutagenic and carcinogenic metabolites which are responsible for
showing such drastic effects in organs of the digestive system. Various
radicals present in dyes are sites for metabolic activities by hepatic enzymes
and form genotoxic intermediates (Umbuzeiro et al., 2005). The amino,
alkylamino or acetylamino groups containing azo dyes can undergo oxidative
metabolism forming carcinogenic compounds (Guaratini et al., 2000).
Increased apoptotic index of HepG2 cells and increased numbers of
micronuclei on the exposure of dyes to these cell lines are also result of the
toxicity of such dyes (Fig. 3) (Tsuboy et al., 2007).

3.2.3 Impact of dyes on reproductive system

The toxic effect of dyes can even be seen on the reproductive system. The
dyes are known to cause alteration of spermatogenesis and abnormalities in
sperm morphology leading to reduced sperm motility. The exposure also
leads to a loss in the ability to produce young ones i.e. infertility. Some dyes
also show cytotoxic and genotoxic effects on the reproductive system
(Fernandes et al., 2015).

Dye exposure reduces the size of the reproductive organs including
testes, epididymis and seminal vesicles (Fernandes et al., 2015; Suryavathi
et al., 2004). In fact, the arrangement and number of cells in reproductive

Textile Dye-Environment-Human Interactions : Emerging...



110 Environment Health and Society

organs also changed drastically. For example, there was an observable
expansion of the interstitial space and decrease in both the number and size
of Leydig cells. Accompanied with this, there was a significant reduction in
total protein, cholesterol and lipid content of the reproductive organs and
decrease in fructose content of the seminal vesicles along with considerable
decrease in the sperm count (Fig. 3) (Suryavathi et al., 2004).

3.2.4 Impact of dyes on lymphatic system

The dye wastewater leads to genotoxicity in the lymphatic system mainly in
the human peripheral blood lymphocytes. Moreover, in cases of chronic
exposure; sarcoma of spleen also takes place. The dye water when taken
up by the human system leads to DNA damage in the lymphocytes (Rajaguru
et al., 2002). Furthermore, an increase in micronucleus of human
lymphocytes (an important precursor to carcinogenesis) on exposure to
dyes is also reported (Chequer et al., 2013).

3.2.5 Impact of dyes on urinary system

The urinary system is also impacted immensely, the most prominent effect
being the development of bladder cancer and bladder tumor (Fig. 3).
Development of kidney cancer has also been reported (Morikawa et al.,
1997).

Dyes based on benzidine and /or containing aromatic amines or their
derivatives are known to be carcinogenic. Even the metabolites of aromatic
dyes have tumorigenic properties. The analysis of urine samples of exposed
workers showed the presence of benzidine which is known to be a potential
human bladder carcinogen. Even other metabolites of benzidine were also
present and are known to produce harmful effects (Lowry et al., 1980).

3.2.6 Impact of dyes on respiratory system

Inhalation of dyes in cases of occupational exposure causes several allergies.
In some cases, it is also shown to cause edema of pharynx and larynx
which causes defects of speech and may also cause problems while eating.
Development of hypersensitivity along with symptoms of allergic rhinitis
and asthma on exposure to reactive dyes has also been shown (Alanko et
al., 1978)
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4. Conclusions and future perspectives

Textile industry drives the economic growth but poses a hidden threat to
environment and human health. Industrial dye effluent deteriorates the quality
of waterbodies and soils, interferes with biogeochemical cycles, alters the
biotic community (plants and microbes) and their interactions, and challenges
the plant and animal health directly by damaging the DNA or interfering
with metabolic processes and indirectly by affecting the nutrient uptake and
assimilation. The evidence from cohort studies on occupational hazard,
toxicity assays on laboratory-based cell lines and animal models confirmed
dyes and dye metabolites as genotoxic, carcinogenic and teratogenic.

Several European countries have banned some classes of dyes that
contain carcinogenic chemical moiety. Such stringent regulatory provision
in developing nations like India and China would also prevent damage to
environmental and human health in future. Also, the regulations and legal
framework must integrate environmentally relevant research as mandatory.
Besides framing environmentally relevant regulations, the cases of health
complications due to occupational exposure can be minimized by improving
the working conditions and regulating the working hours to minimize the
exposure.

Guidelines for functioning of industries and industrial workers would
play a significant role in addressing environmental challenges from textile
dyeing industries. A green tag on the clothes declaring the use of green
technologies at different stages of manufacturing of the clothes would attract
the global community to pay for environmental services and encourage the
industrialist in adopting the green practices. Through technological shift from
wet to air drying dyeing, we can not only increase the efficiency of dyeing
but can also decrease water pollution. However, such a shift in technology
may happen slowly over a period of time with the help of additional financial
resources. Moreover, to improve the quality of environment, we need to
use ecological framework for remediation of the industrial wastewater and
affected waterbodies and soils.

References

Alanko, K., Keskinen, H., Björkstén, F., & Ojanen, S. (1978). Immediate type
hypersensitivity to reactive dyes. Clinical & Experimental Allergy, 8, 25-31.

Batool, S., Khalid, A., Jalal, K. C. A., Sarfraz, M., Balkhair, K. S., & Ashraf, M. A.

Textile Dye-Environment-Human Interactions : Emerging...



112 Environment Health and Society

(2015). Effect of azo dye on ammonium oxidation process and ammonia-oxidizing
bacteria (AOB) in soil. RSC Advances, 5, 34812-34820.

Belpaire, C., Reyns, T., Geeraerts, C., & Van Loco, J. (2015). Toxic textile dyes
accumulate in wild European eel Anguilla anguilla. Chemosphere, 138, 784-
791.

Carneiro, P. A., Umbuzeiro, G. A., Oliveira, D. P., & Zanoni, M. V. B. (2010). Assessment
of water contamination caused by a mutagenic textile effluent/dye house effluent
bearing disperse dyes. Journal of Hazardous Materials, 174, 694-699.

Chequer, F. M. D., Dorta, D. J., & de Oliveira, D. P. (2011). Azo dyes and their
metabolites: does the discharge of the azo dye into water bodies represent
human and ecological risks?. In: Advances in Treating Textile Effluent.
IntechOpen, New Delhi, India.

Chequer, F. M. D., Lizier, T. M., de Felício, R., Zanoni, M. V. B., Debonsi, H. M.,
Lopes, N. P., & de Oliveira, D. P. (2015). The azo dye Disperse Red 13 and its
oxidation and reduction products showed mutagenic potential. Toxicology in

Vitro, 29, 1906-1915.
Copaciu, F., Opriº, O., Coman, V., Ristoiu, D., Niinemets, Ü., & Copolovici, L. (2013).

Diffuse water pollution by anthraquinone and azo dyes in environment
importantly alters foliage volatiles, carotenoids and physiology in wheat
(Triticum aestivum). Water, Air, & Soil Pollution, 224, 1478.

de Aragao Umbuzeiro, G., Freeman, H. S., Warren, S. H., De Oliveira, D. P., Terao, Y.,
Watanabe, T., & Claxton, L. D. (2005). The contribution of azo dyes to the
mutagenic activity of the Cristais River. Chemosphere, 60, 55-64.

de Lima, R. O. A., Bazo, A. P., Salvadori, D. M. F., Rech, C. M., de Palma Oliveira, D.,
& de Aragão Umbuzeiro, G. (2007). Mutagenic and carcinogenic potential of a
textile azo dye processing plant effluent that impacts a drinking water
source. Mutation Research/Genetic Toxicology and Environmental

Mutagenesis, 626, 53-60.
Fernandes, F. H., Bustos-Obregon, E., & Salvadori, D. M. F. (2015). Disperse Red 1

(textile dye) induces cytotoxic and genotoxic effects in mouse germ
cells. Reproductive Toxicology, 53, 75-81.

Guaratini, C. C., & Zanoni, M. V. B. (2000). Textile dyes. Química Nova, 23, 71-78.
Hassaan, M. A., & El Nemr, A. (2017). Health and environmental impacts of dyes:

Mini Review. American Journal of Environmental Science and Engineering, 1,
64-67.

Hu, T. L., & Wu, S. C. (2001). Assessment of the effect of azo dye RP2B on the
growth of a nitrogen fixing cyanobacterium–Anabaena sp. Bioresource

Technology, 77, 93-95.
IHS Markit (2018). Dyes - Chemical Economics Handbook (CEH). Retrieved from

https://ihsmarkit.com/products/dyes-chemical-economics-handbook.html
Imran, M., Shaharoona, B., Crowley, D. E., Khalid, A., Hussain, S., & Arshad, M.

(2015). The stability of textile azo dyes in soil and their impact on microbial



113

phospholipid fatty acid profiles. Ecotoxicology and Environmental Safety, 120,
163-168.

Jadhav, S. B., Phugare, S. S., Patil, P. S., & Jadhav, J. P. (2011). Biochemical degradation
pathway of textile dye Remazol red and subsequent toxicological evaluation
by cytotoxicity, genotoxicity and oxidative stress studies. International

Biodeterioration & Biodegradation, 65, 733-743.
Krishna, A. K., & Govil, P. K. (2004). Heavy metal contamination of soil around Pali

industrial area, Rajasthan, India. Environmental Geology, 47, 38-44.
Lowry, L. K., Tolos, W. P., Boeniger, M. F., Nony, C. R., & Bowman, M. C. (1980).

Chemical monitoring of urine from workers potentially exposed to benzidine-
derived azo dyes. Toxicology Letters, 7, 29-36.

Lunau, M., Voss, M., Erickson, M., Dziallas, C., Casciotti, K., & Ducklow, H. (2013).
Excess nitrate loads to coastal waters reduces nitrate removal efficiency:
mechanism and implications for coastal eutrophication. Environmental

Microbiology, 15, 1492-1504.
Marlasca, M. J., Sanpera, C., Riva, M. C., Sala, R., & Crespo, S. (1998). Hepatic

alterations and induction of micronuclei in rainbow trout (Oncorhynchus mykiss)
exposed to a textile industry effluent. Histology and Histopathology, 13, 703-
712.

Moore, S. B., & Ausley, L. W. (2004). Systems thinking and green chemistry in the
textile industry: concepts, technologies and benefits. Journal of Cleaner

Production, 12, 585-601.
Morikawa, Y., Shiomi, K., Ishihara, Y., & Matsuura, N. (1997). Triple primary cancers

involving kidney, urinary bladder, and liver in a dye worker. American Journal

of Industrial Medicine, 31, 44-49.
Oguntade, A. O., Adetunji, M. T., Arowolo, T. A., Salako, F. K., & Azeez, J. O.

(2015). Use of dye industry effluent for irrigation in Amaranthus cruentus L.
production: effect on growth, root morphology, heavy metal accumulation,
and the safety concerns. Archives of Agronomy and Soil Science, 61, 865-876.

Puvaneswari, N., Muthukrishnan, J., & Gunasekaran, P. (2006). Toxicity assessment
and microbial degradation of azo dyes. Indian Journal of Experimental Biology,
44, 618-626.

Rajaguru, P., Vidya L., Baskarasethupathi, B., Kumar, P. A., Palanivel, M., &
Kalaiselvi, K. (2002). Genotoxicity evaluation of polluted ground water in human
peripheral blood lymphocytes using the comet assay. Mutation Research/

Genetic Toxicology and Environmental Mutagenesis, 517, 29-37.
Rathore, J. (2011). Assessment of water quality of River Bandi affected by textile

dyeing and printing effluents, Pali, Western Rajasthan, India. International

Journal of Environmental Sciences, 2, 560.
Rawat, D., Mishra, V., & Sharma, R. S. (2016). Detoxification of azo dyes in the

context of environmental processes. Chemosphere, 155, 591-605.
Rawat, D., Sharma, R. S., Karmakar, S., Arora, L. S., & Mishra, V. (2018). Ecotoxic

Textile Dye-Environment-Human Interactions : Emerging...



114 Environment Health and Society

potential of a presumably non-toxic azo dye. Ecotoxicology and Environmental

Safety, 148, 528-537.
Sharma, K. P., Sharma, K., Kumar, S., Sharma, S., Grover, R., Soni, P., Bhardwaj, S.

M., Chaturvedi, R. K.,& Sharma, S. (2005). Response of selected aquatic
macrophytes towards textile dye wastewaters. Indian Journal of Biotechnology,
4, 538-545.

Singh, S., Mishra, R., Sharma, R. S., & Mishra, V. (2017). Phenol remediation by
peroxidase from an invasive mesquite: Turning an environmental wound into
wisdom. Journal of Hazardous Materials, 334, 201-211.

Statista (2017). India - dyes and pigments production volume 2017. Retrieved
from https://www.statista.com/statistics/726947/india-dyes-and-pigments-
production-volume/

Sun, H., Liu, Y., Li, M., Han, S., Yang, X., & Liu, R. (2016). Toxic effects of chrysoidine
on human serum albumin: isothermal titration calorimetry and spectroscopic
investigations Luminescence, 31, 335–340

Suryavathi, V., Sharma, S., Sharma, S., Saxena, P., Pandey, S., Grover, R., & Sharma,
K. P. (2005). Acute toxicity of textile dye wastewaters (untreated and treated) of
Sanganer on male reproductive systems of albino rats and mice. Reproductive

Toxicology, 19, 547-556.
Topaç, F. O., Dindar, E., Uçaroðlu, S., & Baþkaya, H. S. (2009). Effect of a sulfonated

azo dye and sulfanilic acid on nitrogen transformation processes in soil. Journal

of Hazardous Materials, 170, 1006-1013.
Tsuboy, M. S., Angeli, J. P. F., Mantovani, M. S., Knasmüller, S., Umbuzeiro, G. A.,

& Ribeiro, L. R. (2007). Genotoxic, mutagenic and cytotoxic effects of the
commercial dye CI Disperse Blue 291 in the human hepatic cell line
HepG2. Toxicology in Vitro, 21, 1650-1655.

Zhou, Q., Xu, J., & Cheng, Y. (2004). Inhibitory effects of reactive X-3B red dye
(RRD) on iron uptake by three crops. Plant and Soil, 261, 155-162.



115

Fig. 1: Ecological impact of dye wastewater on aquatic ecosystems

Fig. 2: Potential harms of dye wastewater on plant health
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Fig. 3: Effects on human health due to acute and chronic exposure

of dyes
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Abstract

Dye industries drive economic growth in developing countries but also pose
challenges to society, particularly to the socio-economically deprived
communities. Laboratory-safe dyes produce toxic metabolites after
physicochemical and biological interactions in the environment. Therefore,
the unpredictable fate of dyes remains a hidden case of environmental justice.
We used triphenylmethane dyes (crystal violet) as a model dye to track the
environmental pathway of the dyes and to predict the socio-ecological
challenges associated with the environmental route of the dyes.
Triphenylmethane dyes (crystal violet), the synthetic dye used widely used
in wood, silk, and paper industries and laboratories, cause toxicity to aquatic
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fauna and human health. We hypothesized that crystal violet dye might
undergo phase-transfer in environment, therefore, escape from degradation
and mineralization during traditional wastewater treatment. We tested
movement of crystal violet in the water-sediment system created in vitro

conditions that mimic the streams receiving the wastewater from dye
manufacturing and dyeing industries. Socio-economically deprived
communities primarily employed in dyeing industries or occupying nearby
areas bear the cost of uncertain fate of dyes in effluents. Environmental
fate of dyes therefore, remains uncertain in industrial effluent and thus
challenges the health of workers who remain unaware of the health cost of
toxic metabolites (occupational hazard). Also, non-specific treatment of
industrial effluent adds to environmental burden borne by the deprived
communities because they irrigate the agriculture field using effluent
contaminated water or they drink the contaminated ground water. We
propose that tracking environmental pathway of dyes and their metabolites
would help in formulating efficient wastewater management plans to protect
environment and ensure social justice.
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1. Introduction

Synthetic dyes serve as primary coloring agents for several industries such
as textiles, paper, printing, paints, plastic manufacturing and packaging.
Textile dyeing industries rely primarily on synthetic dyes and have been
considered as number one polluter of clean water. As per the World Bank
estimates, textile dye effluent carry >70 toxicants and nearly half of them
persist in environment that include dyes and its metabolites (Kant, 2012).
Triphenylmethane dyes are a versatile class of water-soluble synthetic dyes
which are used in many industries viz. textiles, paper, ink manufacturing, ,
leather, etc. (Zablocka-Godlewska et al., 2009). Triphenylmethane dyes
have been reported to cause photophytotoxicity due to production of reactive
oxygen species (Lewis & Indig, 2002). Some basic triphenylmethane dyes
such as crystal violet (CV), methyl green, and malachite green inhibit
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glutamine synthesis in Staphylococcus aureus (Fry, 2009). If taken in by
living organisms, thyroid peroxidase catalyse oxidation of triphenylmethane
dyes and produce N-dealkylated aromatic amines (Cho et al., 2003), which
are structurally similar to carcinogenic aromatic amines produced by the
degradation of azo dyes (Rawat et al., 2018). Some triphenylmethane dyes
are also known to be mutagenic and carcinogenic, but are still being used
extensively.

Physico-chemical and biological methods have been tested for
decolorization of triphenylmethane dye, however, their role in detoxification
of dyes is poorly understood. CV is a model triphenylmethane dye which
was first prepared in 1883 by Kern (Tewari & Vishnoi, 2017). CV is a
known carcinogen and is used to dye wool, silk, cotton. It is largely known
for its use as a microbial staining agent and has been used as an antiseptic
and antifungal agent. There is limited and conflicting data on whether dyeing
wastewater treatment technologies are capable of detoxifying the
wastewater after decolorization. Shewanella, a ubiquitous bacterium
commonly found in diverse aquatic environments , degraded and reduced
CV toxicity but failed to detoxify it completely (Chen & Ting, 2015). Physical
methods, such as combined adsorption and oxidation process, though
decolorized CV significantly (71%) their role in reducing ecotoxicity still
uncertain (Chen et al., 2011). Advance oxidation processes (AOP) like
Fenton have been receiving attention for treatment of dye wastewater, but
little information is available on the dye degradation pathway, making it
difficult to predict the fate of the dye in treated effluents (Fan et al., 2009).
Electrochemical methods also showed degradation of CV into simpler
products, however, the ecotoxic potential of degraded products has not been
ascertained (Palma-Goyes et al., 2010). Though combined process of AOP
followed by microfiltration removed CV from the effluent, the effect of
these processes on ecotoxic potential of dye effluent was not ascertained
(Jana et al., 2010). Casas et al., (2009) showed that Polypore mushroom
(Trametes versicolor) degrades basic triphenylmethane dyes and basic
character of the dyes is linked to their toxicity levels.

Therefore, dyes either in untreated or treated dye wastewater might
cause ecotoxicity due to their unknown fate into the environment. Insufficient
data on the fate of dyes released as untreated or partially treated wastewater
into the water bodies coupled with poorly implemented environmental laws
increase the complexity of problem in the developing countries. Movement
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of dyes across the environmental compartment, though poorly understood,
would help in identifying specific ecotoxicological threats and finding solutions
to minimise the risk from dye effluent. CV being one of the most widely
known and studied model dyes was used for investigating the movement of
triarylmethane dyes in water-sediment microcosms. Two phase (water and
sediment) microcosm serves as an ideal tool for evaluating degradation and
tracking movement of organic pollutants across the environmental
compartment (Jing et al., 2016), therefore, we analyzed decolorization of
CV and ascertained phase-transfer of CV from water to sediment and
vice-versa.

2. Materials and Methods

a. Chemicals

Crystal Violet (C.I. number 42555) and methanol (HPLC grade) were from
Fisher Scientific, USA. Double distilled water used during the experiment.

b. Study area and sampling

Water and sediment samples were collected from river Yamuna. The
sampling sites were selected that do not receive any industrial effluent.
Environmental levels of CV in water and sediment were tested. Water and
sediment samples lacking traces of CV were used in the study. Water
samples were stored at 4ºC shortly before setting up the microcosm.
Sediment was air dried and sieved through a 2 mm sieve before setting up
the microcosms.

c. Experimental design

Microcosms were set up at two levels of CV dye (low: 25 ppm; and high:
50 ppm) in 500 ml containers. Four microcosm systems used in the study
include: (i) W-microcosm: 200 ml water-only, (ii) S-microcosm: 100 gm of
sediment only, (iii) W-C-microcosm: contaminated water (200 ml dye fortified
water, 100 gm sediment), and (iv) S-C-microcosm: contaminated sediment
(200 ml water, 100 gm dye fortified sediment).

d.  Dye fortification

Dye was fortified into different microcosm using procedure provided in
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(Jing et al., 2016). Working solutions of CV (90mM,150mM) were
appropriately used to setup lower concentration (25ppm) and higher
concentration (50ppm) microcosms. Working solution of CV was injected
drop-wise into the W-microcosm; S-microcosm, in the water compartment
of W–C-microcosm, and in the sediment compartment of S–C-microcosm,
using micro syringe.

e. Sample collection, storage and dye extraction

Sediment and water were collected from different microcosm set up on 1d
till and continued till 15d at an interval of 2d. To track the movement of dye
into different environmental phase (sediment or water), dye in water samples
was directly measured at OD

590nm
, and that from the sediment was extracted

into methanol, which was the suitable solvent for AO7 and CV according to
pilot studies performed in the laboratory.

  f. Statistical analysis

Two-way ANOVA was conducted with the type of microcosms (W, W-C,
S-C) and the initial concentration of CV (25ppm, 50ppm) as the two factors
influencing decolorization and phase-transfer of dye. Post-hoc analysis was
conducted for pair-wise comparisons (SPSS ver. 16 was used for statistical
analysis.

3. Results and discussion

a. Dye decolourization

More than 96% CV was decolorized in all the microcosms (Figs.1 & 2)
except in 50ppm S–C microcosm (82.178±4.06%). However, CV did not
show decolorize in S-microcosm. Initial concentration of CV showed a
significant effect on decolorization of CV in the different microcosms since
the interaction between the two factors was significant (F

2, 12
=15.124,

p=0.001, ž=0.716). At high concentration of CV (50ppm), the environmental
compartment (water or sediment); to which the dye was added showed a
significant effect on CV decolorization (F

2, 12 
= 45.532, p<0.001, ž=0.884);

however, influence of environmental compartment on dye decolorization
was not significant at lower concentration of CV (25ppm). In fact, the
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initial concentration of CV showed a significant effect (F
2, 12

= 51.012,
p<0.001, ž=0.810) when CV was added to the sediment (S–C microcosm)
but not when it was added to water (W- and W–C-microcosm) (Fig. 3). In
contrast with lower concentration of CV (25ppm), CV decolorization in S–
C microcosm (82.1%±4.06) differed significantly from water-only system
(96%±1.19, p<0.001) and W–C-microcosm (99.7%±0.39, p<0.001) at higher
concentration of CV (50ppm) (Figs. 2 & 3). Such a contrasting results S–
C-microcosm and W–C-microcosm suggest a affinity of CV to the sediment
compartment (Fig 4). The decolorization of CV in W–C-microcosm may
be a result of the phase-transfer of CV from the water to the sediment.
Aside from phase-transfer, various abiotic processes, such as photolysis,
hydrolysis and sorption, and biotic interactions, such as microbial degradation
and transformation would also be responsible for the decolorization of CV
in the microcosms. However, further studies are required to understand the
dynamics, mechanisms and the rate of transfer of CV across the phases.
Mechanisms of decolorization govern the chemical nature of products formed
after decolorization of CV. Studies under visible and UV irradiation have
shown that photo degradation of CV might lead to the formation of N-
demethylated products that structurally resemble carcinogenic amines (Li
& Zhao, 1999; Liao et al., 2011). Enzymatic decolorization of CV yielded
small intermediates with high oxidative activity (Liu et al., 2014).
Biodegradation by Agrobacterium followed by phytotoxicity and microbial
toxicity studies showed  a decrease in initial concentration of CV without
elimination in the toxicity of the metabolites as compared to CV (Parshetti
et al., 2011). These studies indicate that even though CV was decolorized in
different microcosms, it is difficult to say that the products lack any toxicity.
Also, environmental partitioning of CV will influence the site of accumulation
of these presumably toxic products.

b. Environmental partitioning of CV at higher and lower

concentration

Fig. 4 showed the phase-transfer of CV between water and sediment
compartment in the W–C and S–C microcosms. Irrespective of whether
the dye was fortified in water or in the sediment, CV showed an affinity to
the sediment as >60% of the residual dye was found in the sediment
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compartment of all microcosms. At 50ppm, phase transfer of CV from
sediment to water was lesser as compared to when the initial CV
concentration was 25ppm (Fig. 4b & 4d). Fluctuation of dye concentration
in the sediment compartment may be attributed to the decolorization of the
dye due to photolysis, hydrolysis, biodegradation and sorption along with the
phase-transfer of the dye. In W–C microcosm, the dye moved from water
compartment to sediment compartment almost immediately after dye
fortification in the water (Fig. 4a & 4c). In a sorption study using biochar
and CV,  toxicological analysis demonstrated no toxicity in CV dye residues
(Vyavahare et al., 2019), although whether any toxicity was demonstrated
in the biochar due to CV sorption was not studied. Since over 60% of the
residual dye in all microcosms was found in the sediment, the impact of
decolorization and sorption of CV in the sediment needs to be studied. Any
toxicity caused by CV and its degradation products may target organisms
found in the sediment and affect crop health if it is used for agriculture.

 4. Conclusion

Studies on transfer of dyes provide useful information to reveal
environmental pathways of the dyes and possible implications on environment
and ecosystem. More than 80% of the CV decolorized in the natural water
and sediment (except in S-microcosm) within 15 days. When the initial
concentration of CV was high, its phase-transfer from sediment to water
was less as compared to when initial CV concentration was low. CV
demonstrated a tendency to remain in the sediment compartment irrespective
of whether it was added to the water or the sediment. Dyes such as CV
which have an affinity to the sediment will tend to adhere to the particles
present in its vicinity, instead of getting diluted due to run off. The communities
residing next to the rivers and streams which act as recipient of the dyeing
effluents face the threat of being exposed to the toxic metabolites. The
wide practice of using river sediments for growing vegetables will further
increase the risk of exposure to the toxicants which are adsorbed to the
contaminated sediment. The impact of phase-transfer of CV from water
into natural soil and sediments on their toxicity is yet not known and further
studies are required.

Tracking Environmental Pathway of Crystal Violet,..
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Fig. 1: Percent decolorization (Mean ± SD) of CV at 25ppm (Grey)

and CV at 50ppm (Black) over 15 days in all the microcosms  viz. (a)

Water only (W) microcosm; (b) Water contaminated with CV (W-C)

microcosm; and (c) Sediment contaminated with CV (S–C) microcosm

Fig. 2: Percent decolorization (Mean ± SD) of CV at 15th day in

different microcosms (‘*’ indicates the significant difference

(p<0.001) between S–C-microcosm contaminated with 25ppm CV

and 50ppm CV).
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Fig. 3: Two way ANOVA plot of percent decolorization of CV. The

two factors affecting decolorization of CV are (1) Concentration (CV:

25ppm and 50ppm) and (2) Type of microcosm (W: water only, W–

C: water contaminated with CV, S–C: sediment contaminated with

CV)

Fig. 4: Relative distribution of CV (%) in water and sediment from

(a) W–C (25ppm), (b) S-C (25ppm). (c) W-C (50ppm) and (d) S-C

(50ppm) microcosms sampled periodically till 15th day.

Tracking Environmental Pathway of Crystal Violet,..
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Abstract

Currently nanomaterials are one of the most talked about industries. This
sector is delivering major sustainability, health and well-being benefits to
society. But exciting as this may sound; we must ensure that human health
and environmental impacts are considered. Although standard hazard
assessments are available for a wide range of things such as chemical
compounds but nanomaterials have unique properties so cannot be evaluated
in exactly the same way. Nanomaterials are already entering our
environment, albeit at low levels. They are being found in waste water from
products like toothpaste, sun lotion etc. Short-term environmental safety
studies have also found that many nanomaterials adsorb (form a thin film)
on the surface of organisms’ epidermis. It is vitally important we get to
grips with the potential adverse impacts of nanomaterials before widespread
environmental dispersion occurs. At present, the long-term effects of
nanomaterial exposure on ecosystems are poorly understood. Nor do we



know the impact of nanomaterial exposure. We also don’t know enough
about how nanomaterials can affect humans when exposed in small doses
and over long periods. Tests have shown that once nanomaterials enter the
body they become trapped in the liver, but we don’t know what risk they
can cause for long term. The current standard non-animal safety tests cannot
accurately predict the potential harm associated with nanomaterial exposure.
In this paper, we review the possible ethical and environmental implications
of engineering and handling nanomaterials along with the environment where
these materials are often found dispersed. We will discuss the various uses
of nanotechnology as well as the health and environmental effects of
exposure to nanoparticles.

Keywords: Nanomaterials, Environmental effects, Safety, Hazards,
Buildings.

Introduction

The many extraordinary properties of nanomaterials, such as mechanical
stiffness, strength, and elasticity as well as the high electrical and thermal
conductivity, have generated considerable excitement since the initial
discovery. Nanotechnology will be one of the key technological drivers in
building an innovation towards the smart, sustainable and inclusive growth.
Nanotechnology has rapidly promoted the development a new generation
of smart and innovative products and processes that are nanoenabled, and
have created a tremendous growth potential for a large number of industry
sectors. It is important that this development continues so that all the useful
properties of engineered nanomaterials can be fully utilized in a number of
nanotechnology applications. Simultaneously nanotechnology applications
have also created some concerns of their possible effects on human health
and safety and environmental burden. A few observations on some potentially
harmful effects have in some cases overshadowed the dramatic benefits of
these materials and their nanotechnology applications. However, the real
concern, rather than observations on some hazards of exposure to engineered
nanomaterials, is the lack of systematic studies on hazards of or exposure.
Safe and sustainable development of nanomaterial-enabled technologies
and products requires close attention to the potential impact of these materials
on human health and the environment.

Emerging nanotechnology applications in biomedical and electronic
industries are way ahead. Construction industry has recently started seeking
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out a way to advance conventional construction materials using a variety of
manufactured nanomaterials and applications in the construction industry
should be considered not only for enhancing material properties but also in
the context of energy conservation. This is a particularly important prospect
since a high percentage of all energy used is consumed by commercial
buildings and residential houses in heating, lighting, and air conditioning.

Nanomaterials in construction

Only a limited amount of nano products make it to the construction site of
today due to lack of awareness and the fact that nano sized ingredients are
often too expensive to offer competitive products at economical price. Main
products in the market are nanoparticle improved concrete, nano coatings
and insulation materials. Although intensive research, development and
engineering is going on and in future the market share of nano products and
their diversity will grow.

In this context, the nano particles found to be most mentioned are carbon
fluoro (CF) polymers, carbon nanotubes (CNT), titanium dioxide (TiO

2
),

zinc oxide (ZnO), silica (or silica fume; SiO
2
), silver (AgO), and aluminium

oxide (Al
2
O

3
). Among all nano products used in the construction industry,

coatings and paints have up to now been probably most successful in
conquering a noticeable place at the market. Nanotechnology finds its way
to paints and coatings due to the following reasons:
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1.  Nanoparticles do better interact by deeper penetration with the underlying
substrate surface, improved coverage and/or an increased coating surface
interaction, resulting in a more durability.

2.  Nanoparticles are transparent to visible light which gives new
characteristics to otherwise opaque coatings like high scratch, UV resistance,
IR absorption or reflection, fire resistance, anti bacterial and self cleaning
properties.

Effect of nanomaterials on human beings

Small dimensions of nanoparticles results in different electronic properties
reflected in their chemical activity towards human bodies. For example, a
number of the nano materials studied induce more pronounced inflammatory
effects due to agglomeration or binding more efficiently to specific parts in
the human body and thus preventing them to function properly.

The reduction in size and change in electronic properties influences their
physical behaviour also. To name a few examples:

• Nanoparticles are so small that they do behave similar to gases.

• Nanoparticles are so small that they can penetrate deeper inside
the lungs and are more easily absorbed in the blood.

• Unlike most other chemical substances they can be absorbed by
the nasal nerve system and hence transported to the human brain easily.

• Some of the nanoparticles can cross the placenta and reach the
fetus dangerously.

Hence it can be concluded that because of their size and surface properties
nanoparticles can reach cells, organs etc. in the human body and can
penetrate through the human skin as well. In addition to size, the specific
shapes of nanoparticles play a key role in the toxic behaviour of these
materials.

There are many scenarios during the life-cycle of nanomaterials used
in construction sector, for example nano product manufacturing, construction
sites or during disposal in the field. The riskiest tasks in construction sites
involve handling these dusty or liquid materials and when during their
application dust or aerosols is generated, for example when spraying a nano-
coating. Risks of exposure to nanoparticles during handling of solid prefabs
involving nanoproducts are small as the nanomaterials are embedded in a

Environmental Issues Associated With Nanomaterials



matrix and exposure will take place after the wear and tear of materials.
Exposure through inhalation leads to inflammation of the airways, bronchitis,
asthma and other associated cardiovascular effects.

Conclusions

If we acknowledge that new materials have new and useful properties,
then we must also accept that such new materials could pose new or
unanticipated risks. This is not to say that the biological or toxicological
effects of a novel material are necessarily “novel”. Indeed, the final common
pathways of cellular or organ damage may be conserved for different
nanomaterials, but it is nevertheless of considerable importance to understand
how those pathways are triggered to understand the structure-activity
relationship of a chemical or a material. We need to understand the properties
of the materials and how these are connected to the biological effects in
order to make them both useful and safe.
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Abstract

This study exploits the capability of remote sensing and geographic
information system to study the impact of land use activities in the basin of
river Yamuna .The Water quality of the area was monitored in 2018 using
multi parameter probe at 14 sampling sites .The secondary data for 2005,
2010 and 2016 was collected from Central Pollution Control Board; Landsat
satellite data from series 5, 7 and 8; Carto Sat Digital Elevation Model and
Google Earth for the defined variables. Space borne sensors data in addition
to GIS technique provided platform to analyze land use and its impact on
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the river. The Physio- Chemical parameters were measured with Horiba
multi parameter  probe which resulted into values of hydrogen potential,
dissolved oxygen(mg/L) , electric conductivity (mS/cm), turbidity (NTU),
temperature (°C), oxidation reduction potential(mV) and total dissolved
solids(g/L). The Heavy Metal detection was performed using Atomic
Absorption Spectrophotometer for Copper, Iron, Manganese and Zinc.
Further, the land use characterization was performed with Supervised
classification technique of ERDAS Imagine along with a visual classification
performed using Google Earth and Ground Truth Verification via Garmin
eTrex GPS to obtain detailed thematic map of the categories. The Water
Quality Index calculation for individual site on basis of guideline laid by
National Sanitation Foundation and Central Pollution Control Board. The
Water Quality Variability was depicted by thematic maps produced using
ArcGIS software.

Keywords— Remote sensing, Geographic Information System, Heavy
Metal Pollution, Water Quality Index.

I. Introduction

Yamuna river originates from Bandar punch Glacier (31.026648° N,
78.571880 °E); located in Sankari Range (Uttarakhand) at a height of 6387
meters. Being a major tributary of river Ganga with a catchment area of
366,223 km²; covers a distance of 1376 kilometers before confluence with
Ganga at Allahabad. It traverses through parts of Uttarakhand, Uttar
Pradesh, Himachal Pradesh, Haryana, Rajasthan, Madhya Pradesh and
the entire region of Delhi. The major tributaries namely Betwa, Chambal,

Ken, Sindh and Tons contributes to 70.9% of the entire catchment area. .

[1].

Precisely the causes of pollution are categorized as anthropogenic,
ecological and geographical factors namely an ever increasing population
base with poor practices of sanitation, untreated industrial and domestic
waste, large areas of waste dump, diffusion through agriculture practices,
animal husbandry practices, religious rituals etc. result in to deteriorated
quality of water. Moreover the magnitude of various parameters viz runoff,
flow direction, underground seepage have varying impact throughout the
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course of river. Various Heavy metals found in rivers are Arsenic, Cadmium,
Chromium, Copper, Lead, Manganese, Mercury, Nickel and Zinc. Sources
from mining, metallurgical processing industry, paints, plating, batteries,
pesticides, fertilizer, refineries, tannery, thermal power plants, beneficiation
of ores etc. add to the pollution. Subtle addition could be from decay of
organic matter from plants and animals.

Remote sensing technology with ability of synoptic and repetitive
coverage, sensors to detect changes, observations at various resolutions
provides access to the remotest segments of earth was employed. With
resolution of 10 meters accessibility the researchers are equipped to
accurately reach the most inaccessible points. With competences to capture,
process, store, manipulate, analyze and manage the voluminous data and
generate meaningful representations of spatial data; Geographic Information
System bridges the gap between science technocrats and layman.

II. Materials and Methods

Study Area

The study area derived from the Landsat 8 OLI imagery (Table 1) dated 26
November 2018 having path no. 146-147 and row no. 39-41 extends between
Dak Patthar (30.504937°N, 77.791141°E) and Rambagh, Agra
(27.200283°N, 78.033355°E) covering approx. 450 kms of the river length.

 Methodology

Landsat satellite data from series 5, 7 and 8; Carto Sat Digital Elevation
Model was corrected for geometric errors etc. The vector shape file of river
Yamuna was prepared by onscreen digitization technique from the Landsat 8
composite using ArcGIS 10.6. Carto Sat – 1 (Carto DEM Version-3 R1-
(Table 2).was used for generating terrain elevation values and the slope map
of the study area. Further, the land use characterization was performed with
Supervised classification technique of ERDAS Imagine. A visual classification
performed using Google Earth and Ground Truth Verification via Garmin eTrex
GPS to obtain detailed thematic map of the land use categories. For land use
classification the United States Geological Survey (USGS) and National
Remote Sensing Center (NRSC) definitions were used.

Analysis of Spatio-Temporal variability of pollutants..
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Table.1. Landsat 8 OLI specifications.

  Bands Wavelength (micrometers) Resolution (meters) 

Band 1- Ultra blue (Coastal/ Aerosol) 0.435-0.451 30 

Band 2 Blue 0.452-0.512 30 

Band 3 Green 0.533-0.590 30 

Band 4 Red 0.636-0.673 30 

Band 5 Near Infra Red (NIR) 0.851-0.879 30 

Band 6 Short Wave Infra Red (SWIR) 1 1.566-1.651 30 

Band 7 Short Wave InfraRed (SWIR) 2 2.107-2.294 30 

Band 8 Panchromatic 0.503-0.676 15 

Band 9 Cirrus 1.363-1.384 30 

Band 10 Thermal Infra Red (TIRS ) 1 10.60-11.19 100*30 

Band 11 Thermal Infra Red (TIRS ) 2 11.50-12.51 100*30 

 
Table 2. The specifications of CartoSat-1

S.No Property Values 

1 Spatial Resolution 2.5m 

2 Radiometric Resolution 10 bits 

3 Swath  30 kms 

4 Product Dimensions 30 km * 30 km 

5 Planimetric Accuracy  15m (CEP90) 

6 Vertical Accuracy 8m(LE 90) 

7 Processing Tools SAPHIRE 1.0 

The sampling sites were selected considering the major point sources and
the fact of high demographic density in alluvial soil belt. The region has an
elevation from 72 to 1582 meters above mean sea level. The river velocity,
flow direction, accumulation, seepage etc. are dependent on the slope and
elevation of the region.
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Fig.1.Sampling Sites from Dak Patthar to Agra.

Fig:2. Map showing the extracted Digital Elevation Values

Analysis of Spatio-Temporal variability of pollutants..
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Fig. 3. Indraprastha Power Station Site.

Fig.4. Kalanour, Yamuna Nagar Site.

and studied for values of hydrogen potential, dissolved oxygen (mg/L), electric
conductivity (mS/cm), turbidity (NTU), temperature (°C), oxidation reduction
potential (mV) and total dissolved solids (g/L). Chloride, Phosphate, Nitrate,
Nitrite, Sulphate, Silica, Biological Oxygen Demand, Chemical Oxygen
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Demand and Fecal Coliform were derived in the laboratory with APHA
guidelines. (Table 3and 4)

The Heavy Metal detection was performed using Analytikjena Atomic
Absorption Spectrophotometer for Copper, Iron, Manganese and Zinc (Table
5).

The site specific Water Quality Index was calculated using 9 parameters
viz. Dissolved Oxygen, Fecal Coliform, pH, BOD, Temperature, Total
Phosphate, Nitrates, Turbidity and Total Solids. The calculations were
performed using the formula :

Where Qi= Sub index for ith water quality parameter;

Wi= Weight associated with ith water quality parameter;

N= Number of water quality parameter.

The weights assigned by NSF and CPCB were considered.(Table 6
and 7).

Table.3. In-situ Physical Parameter

Site_Name pH Temp (°C) TDS (ppm) EC (mS/cm) DO (mg/L) Turbidity  (NTU) 

Dak Patthar 7.86 19.8 79 158 7.18 1.9 

Paonta Sahib 7.3 19.7 175 351 7 26.8 

Kalanour  7.44 21 184 368 8.1 18.7 

Cullackpur  7.53 21 247 505 7.5 13.4 

Sonia Vihar 7.21 20.5 312 624 6.4 8.1 

Najafgarh Drain 6.91 19.8 885 1781 7.1 22.8 

Delhi Old Bridge 7.2 19.8 559 1106 1.5 17.6 

Yamuna Bank 6.98 21.7 614 1228 2.9 16.2 

Sarae Kale Khan 7.49 19.8 633 1265 3.6 18.7 

Okhla Bird Sanctuary 7.45 19.2 586 1288 6.4 21.1 

Kaliya Ghat 7.51 21.1 526 1052 5.7 23 

Gokul Barrage 7.38 24 528 1087 8.5 26 

Poiya ghat  7.55 21 679 1358 5.3 18 

Rambagh  7.16 21.7 548 1175 5.2 22 

Analysis of Spatio-Temporal variability of pollutants..
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Table.4.Chemical analysis

Site_Name Cl- (ppm) PO3-(ppm) NO3- (ppm) NO2- (ppm) SO4-2(ppm) SiO2 (ppm) BOD (mg/L) F.Coliform (CFU/100ml) 

Dak Patthar 196 0.04 0.63 Bdl 35.1 6.81 1.9 14 

Paonta Sahib 206 0.06 4.26 0.01 121.36 7.21 2.2 18 

Kalanour  230 0.37 10.7 0.04 195.26 14.27 9 22 

Cullackpur  1281.16 0.92 19.23 0.92 294.5 16.11 12.3 14532 

Sonia Vihar 1012.8 1.06 11.2 0.97 345.7 12.41 18.1 16279 

Najafgarh Drain 1376.61 3.19 1.1 0.75 491.21 10.6 22.4 32154 

Delhi Old Bridge 1198.3 2.13 0.92 0.5 341.9 11.7 22.9 46521 

Yamuna Bank  1541.28 1.84 0.88 0.49 312.02 18.59 33 76430 

Sarae Kale Khan  1931.9 1.44 2.81 0.04 528.14 20.34 37 88346 

Okhla bird sanctuary 2086.3 2.67 17.6 0.81 582.46 19.2 28 114758 

Kaliya Ghat  1780.9 2.04 14.32 0.12 575.88 18.46 24 119437 

Gokul Barrage 1874.4 1.95 5.75 0.09 684.25 18.12 29 120274 

Poiya ghat  2115.8 2.26 4.11 0.05 764.12 16.24 21.6 121036 

Rambagh  1679.2 2.11 3.18 0.05 672.37 16.02 21.1 122094 

 
Table:5.Heavy Metal Concentrations in 2018.

Site _Name 
Copper (ppm) Iron (ppm) Manganese (ppm) Zinc(ppm)  

Dak Patthar 0.0255 0.0677 0.217 1.0143 

Paonta Sahib 0.0031 0.2191 0.262 1.1014 

Kalanour 0.3247 0.3884 0.1192 1.6482 

Cullack Pur 0.0849 0.7547 0.1235 1.6241 

Sonia Vihar 0.472 0.2891 0.2618 3.137 

Najafgarh  0.1959 0.2671 0.3215 3.1789 

Delhi Old Bridge 0.8203 0.3938 0.7757 3.1685 

Yamuna Bank 0.2537 0.3135 0.7781 7.1897 

Sarae Kale Khan 0.1208 0.2195 0.8167 8.1469 

Okhla Bird Sanctuary 0.1467 0.1834 0.9822 2.9774 

Kaliya Ghat 0.1116 0.1971 0.9495 6.2574 

Gokul Barrage 0.8922 0.3642 0.9205 1.5977 

Poiya Ghat 0.7839 0.2831 0.0489 6.0387 

Ram Bagh 0.2873 0.3886 0.0756 3.9344 

 



141

Table 6. Weight associated with different parameters as per NSF

WQI

Factor Weight 
Dissolved oxygen 0.17 
Fecal coliform 0.16 
pH 0.11 
Biochemical oxygen demand 0.11 
Temperature change 0.10 
Total phosphate 0.10 
Nitrates 0.10 
Turbidity 0.08 
Total solids 0.07 

 
Table 7: Original and Modified Weights for the computation of NSF

WQI.

Water Quality parameters Original Weights from NSF WQI 

 

Modified Weights by CPCB 

 
DO 0.17 0.31 

 
FC 0.16 0.28 

 
pH 0.11 0.22 

 
BOD 0.11 0.19 

 

Fig.3. Comparative Site Specific Water Quality Index.

Analysis of Spatio-Temporal variability of pollutants..
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Utilizing the expertise of image interpretation elements on Landsat 8 OLI
imageries and Google Earth the classification system of Land use of the
study area was performed. The width of 2.5 kms on both the sides of the
river bank were classified using ERDAS Imagine Supervised Classification
technique. To authenticate the interpretation overlay technique was used
for manually digitized vector shape file of land use classes on to the classified
image of ERDAS Imagine. The various classes resulted into values listed
below (Table.8).

Table:8.LandUse Classification

Land Use Category  2005 (%) 2010 (%) 2016 (%) 2018 (%) 

Agricultural Farm 42 37.11 31.21 33 

Built Up/ Settlements 32 40.12 42.49 47 

Forest 5 3.15 3.3 2 

Industrial 15 14.62 21 14 

Barren 6 5 2 4 

Total 100 100 100 100 

 Source:- USGS Classification Scheme and NRSC Guidelines.
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Fig:4: Land Use Map

III. Results and Discussions

The abuse of river via the industrial effluents, untreated waste and poor
agricultural practices created an imbalance between natural sectors of the
environment. As noted from Table 5.maximum value of Copper was
registered to be 0.8922 ppm at Gokul Barrage, Iron was 0.7547 ppm at
Cullackpur, Manganese was found to be 0.9822 ppm at Okhla Bird
Sanctuary; while Zinc was 8.1469 ppm at Sarae Kale Khan. Fig: 3. Illustrates
water quality over the years has deteriorated at a faster rate than it was
presumed. Though, Dak Patthar has upheld it to be more than 50 throughout;
various sites of Delhi observed values approx. 20.

Analysis of Spatio-Temporal variability of pollutants..
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Interestingly from  table 8 it was derived that the  Agriculture Farms
increased in 2019 due to afforestation activity in parts of Dak Patthar and
the Industrial area declined in 2010 due to official sealing in Delhi NCR
which caused dye industries of Seelampur, Mathura, Sonipat region to be
shut. However there was an increase in small scale industries viz. conveyor
belt manufacturing, leather bag processing, naphthalene ball manufacturing,
wooden and aluminum door blocks, detergent industry, diagnostic rubber
consumables, ice block manufacturing, garment dying, agarbatti
manufacturing, screws and bolts etc.Further there was a decrease due to
non-functioning of 3 out of 5 units of NTPC Badarpur plant, parts of steel
and alloy factories in Kalanour, decrease in cold storage factories in between
Agra and Mathura.

IV. Conclusion

The study provides a platform to understand the dynamics of water pollution;
the trends and structure. New techniques of geospatial modeling of the
pollution are fortified. The use of remote sensing and GIS provides access
to information which is not available through the field survey. Since the
database is a compilation from 2005-2018 it gives an overview of the possible
reasons of pollution in brisk manner which helps initiate the replenishment
work of the water quality.
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ABSTRACT

The consumption of vegetable oils has increased drastically in the last century.
While some vegetable oils have been linked to health benefits, there are
concerns about the excessive intake of omega-6. Both omega-6 and omega-
3 fatty acids are essential fatty acids in terms that human beings need some
of them in diet because their body can’t produce them. Throughout evolution,
humans got omega-3 and omega-6 in a certain ratio. While this ratio differed
between populations, it is estimated to have been about 1:1. However, in the
past century or so, this ratio has shifted dramatically and may be as high as
20:1. Scientists have hypothesized that too much omega-6, relative to omega-
3, may contribute to chronic inflammation. Chronic inflammation is an
underlying factor in some of the most common diseases, such as
cardiovascular disease, cancer, diabetes, arthritis and auto immune disorders.



Introduction:

Lipids are considered as macro nutrients for humans. They are essential in
body for absorption or mobilization of some fat soluble vitamins like vitamin
A, E and fat soluble antioxidants those who cannot absorb without lipids.
Many bioactive lipid molecules generated by the metabolism of lipids act as
fundamental mediator of multiple signaling pathways as they are
indispensable compounds of cell membranes. Any sort of change in
composition of cell membrane due to change in metabolism of lipid may
lead to interruption of signaling network and could be associated with many
inflammatory complications (1-6). Depending on the presence and absence
of double bond, lipids are majorly classified as saturated (SFAs—without
double bonds), monounsaturated (MUFAs—with one double bond) and
polyunsaturated fatty acids (PUFAs—with two or up to six double bonds).
The PUFAs further classified as omega 3 and omega 6 fatty acids depending
on the position of the first double bond from the methyl end of the fatty acid.
Omega-6 fatty acid also known as linoleic acid (LA) (18:2ù-6) and omega-
3 fatty acids as alpha-linoleic acid (ALA) (18:3ù-3). Due to absence of the
endogenous enzyme, human body and other mammals cannot synthesize
PUFAs, that must be derived from diet only and therefore they are essential
for our body and hence known as essential fatty acids (7, 8). However
these fats are different from others as they are not used for energy and
have an important role in inflammation and blood clotting process. Obviously
inflammation is essential for our survival, which helps to protect our body
from infection and injury.

The evolutionary studies of human diet from the Paleolithic age has
shown that our body evolved by consuming a diet that is much lower in
saturated fatty acids, which is much lower than what we consume in today’s
diet (9). Moreover, the omega-6 fatty acids lower the serum cholesterol
concentration(10) so that indiscriminate recommendation has been taken to
substitute the omega-6 fatty acid for saturated fat and  all the  traditional
saturated fats like butter, ghee etc. have been replaced  by edible vegetable
oils that quoted “Rich in omega-6”. As some of branded vegetable oils have
been linked to health benefits of omega-6, the consumption of vegetable oils
in the Indian diet increased drastically in two decades. As a result, the
intake of total fat and saturated fats as percentage of total calories consumed
has continuously decrease and replaced by the edible vegetable oils in Indian
diet. Even though, after China and Canada being the third largest producer



148 Environment Health and Society

(11.3%) of oilseed in the world, India ranked 7th largest importer of edible
oils in the world and meets 57% of the domestic edible oil requirements
through imports (11).

Vegetable oils are rich source of essential fatty acids (LA and ALA),
unsaturated fatty acids, vitamin E and vitamin A and contain no dietary
cholesterol, so, these must be a part of a normal balanced and healthy diet.
Apart from that most of the vegetable oils consumed in India  such  as
sunflower, rice bran, soybean, palm oil and hydrogenated vegetable oils,
refined vegetable oils are rich in omega 6 fatty acid that leads the current
diet become very rich in alpha-linolenic acid (ALA) and deficit  in linoleic
acid (LA) fatty acids and the balance of  omega-6/omega-3 has been highly
disturbed in Indian population fat ratios and leading to an unhealthy omega-
6/omega-3 ratio of  38:1 to 50:1 in urban area on India, instead of 1:1 which
is actually required  ratio for human body (12) table1. LA is  found in high
amounts in grains while fish oil, flaxseed, chia, rapeseed, walnuts and perilla
are rich in ALA. The amount of ALA is also higher in green leafy vegetables,
particularly wild plant than LA. This unbalanced ratio is in favor of omega-
6 which is actually pro-inflammatory and pro-thrombotic in nature. Moreover,
it enhances obesity, causes diabetes and atherosclerosis (13-15) whereas
the omega-3 fatty acid is anti-inflammatory in nature. Consumption of diet
rich in omega-3 fatty acid reduce the risk of coronary heart disease (16,
17), hypertension (18, 19), type2 diabetes (20, 21), renal disease, chronic
obstructive pulmonary disease (22).

Moreover in the present scenario the edible oils  used in India  don’t
have any  specifications  for fatty acid composition. The Food Safety and
Standard Authority of India (FSSAI) (2010) proposed the permissible limit
of TFA (<10%) in hydrogenated vegetable oils but no limit of omega-6 fatty
acids in edible oils. This unawareness about the higher intake of omega-6
through diet may increase the risk of the most serious modern diseases
including cardiovascular disease, metabolic syndrome, Alzheimer’s, obesity,
diabetes and many type of cancers in Indian population.

This review focuses on the potential value of omega-6/omega-3 fatty
acids ratio in the diet (vegetable oils) as a target for reducing risk of different
disease.

Table 1: Ratio of Omega-6/Omega-3 in Different Populations. Data

from Eaton et al. (23)
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Population ω-6/ω-3 

Paleolithic 0.79 

Current Japan 4.00 

Current UK and Northern 

Europe 

15.00 

Current India, rural 5-6.1 

Current India, urban 38-50 

The metabolic and physiological aspects of essential fatty acids

 Linoleic acid (LA; 18:2 n-6) and á-linolenic acid (ALA; 18:3 n-3) are the
fundamental PUFAs of body that metabolized to longer chain fatty acids of
20 to 22 of carbon atoms. Arachidonic acid (AA; 20:4 n-6) is obtained from
the metabolism of linoleic acid (LA) and EPA (20:5 n-3) and DHA (22:6 n-
3) are from alpha-linolenic acid(ALA). in this process  due to adding extra
double bonds to the carboxyl end of the fatty acid molecule the chain length
and degree of unsaturation increases(24) [Fig 1].

Consumption of polyunsaturated fats in India: Balancing..
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Fig 1: Desaturation and elongation of ω-3 and ω-6 fatty acids by the

enzymes fatty acid de-saturases FADS2(D6) and FADS1(D5), which

are encode rate-limiting enzyme for fatty acid metabolism.

There is a competition between both omega-3 and omega-6 fatty acids for
the desaturation enzyme during the metabolism. However omega-3 acid is
the preference of D-4 and D-6 desaturases than omega-6 acid. But the
trans fatty acid as well as high intake of omega-6 interfere with the
desaturation and elongation of omega-3 fatty acid (25-27). EPA and DHA,
the byproduct of ALA PUFAs metabolism can be derived only from direct
ingestion or by synthesis from dietary ALA. All mammals, except for certain
carnivores can convert LA to AA and ALA to EPA and DHA with a slow
process. EPA and DHA are essential in pregnancy period for proper fetal
development and healthy aging (Table 2) .They are precursors of several
metabolites like potent lipid mediators and considered beneficial in the
prevention of several diseases (28).
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Table 2: Roll of eicosapentaenoic acid (EPA) and docosahexaenoic

acid (DHA) in body

 Both DHA and EPA are the key component of all cell membranes composition and play an important role 

in anti- inflammatory process and in viscosity or permeability of the cell membrane (29).   

 Brain: DHA is the most abundance component of brain and supporting the brain health of children and 

adults throughout the life. The maternal intake of DHA leads to the normal development of brain in fetus 

and breastfed infants. 

 Eyes: DHA plays an important role in both infant visual development and visual function throughout as 

the major structural fat in the retina of the eye. 

 Heart: DHA is found in abundant level in heart tissue, as a result DHA is important for hearth health 

throughout life. It also contributes to maintenance of normal blood triglyceride levels, blood pressure and 

heart rate. Both the EPA and DHA recover the plaque stability thereby decrease endothelial activation and 

improve vascular permeability and good vascular permeability of heart tissue decreasing the chance of 

cardiovascular event (30). 

 
The importance of omega-6/omega-3 ratio in human body: The omega-
6 and omega-3 fatty acid distinct by the location of double bond from the
methyl end of fatty acid molecule. In omega-3 fatty acid, first double bond
is located between 3rd and 4th carbon atom while the first double bond of
omega-6 is between 6th and 7th carbon atoms.  Both the LA and ALA and
their long-chain derivatives are important component of cell membrane of
animal as well as plants.  Because omega-3 desaturase enzyme (converting
enzyme) in human body cells cannot convert omega-6 to omega-3 that
means these two classes inter convertible and often have opposing
physiological functions. AA is the parent compound of eicosanoid production
so that  high intake of omega-6 fatty acid with the modern diet increase the
production of eicosanoid metabolic product from omega-6 acid, specially
thromboxanes, leuko- trienes, prostaglandins, hydroxy fatty acids and lipoxins
(31). The adequate production of eicosanoid is biologically active but their
large amount is contributed to the formation of thrombus and atheromas; to

Consumption of polyunsaturated fats in India: Balancing..
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allergic and inflammatory disorders. Thus a omega-6 rich diet increase the
risk of physiological state that is pro-aggregatory and prothrombotic for
body.

a) Omega-6/Omega-3 fatty acids ratio and Obesity

As earlier discussed, DHA and EPA are the key components of all cell
membranes composition and any sort of change in composition of cell
membrane due to change in metabolism of lipid, may lead to interruption
permeability of the cells. Through Adipogenesis and lipid homeostasis
mechanism, omega-6 plays the main role in fat accumulation in body while
omega-3 can  inhibit the same at multiple steps (32-36). Omega-6 increases
the cellular membrane permeability through which it increases the cellular
triglyceride content. In addition, omega-6 also modulate the brain-gut-adipose
axis and inflammatory properties of eicosanoids, which ultimately  affect
the fat mass growth in body (37-39). High intake of omega-6 leads to increase
in the AA level in adipose tissue which is associated with BMI and obesity.
While omega-3 fatty acid play opposite role and reduce fat deposition in
adipose tissue by increasing â-oxidation and suppressing lipogenic enzyme
(36). Various studies have shown that EPA and DHA supplementation may
reduce the excessive weight of already obese body.

b) Omega-6/Omega-3 fatty acids ratio and cardiovascular

disease

An increase in the amount of linoleic acid in the adipose tissue and in platelets
is positively associated with cardiovascular diseases as linoleic acid increases
low-density Lipoprotein oxidation and serverity of coronary Athero-sclerosis
(40-42). In the form of serum cholesterol esters and phospholipids fatty
acids, the concentrations linoleic acid are found higher in the patients with
cardiovascular disease (CVD) with those without CVD (43). Whereas long
chain PUFAs like DHA (docosahexaenoic acid) and EPA (eicosapetaenoic
acid) have the inverse effect in platelets and related to CVD. Increasing
the ratio of omega-6/omega-3 can reduce the amount of omega-3 in body
as it compete with  ALA metabolism to long PUFAs which act the positive
effect against cardio vascular disease (44). Overall the high omega-6 can
increase the blood pressure that leads to blood clots, heart attack and stroke.
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Table 3: Effect of omega-6 rich vegetable oils as a causative factor

of cardio vascular disease

Greater amount of linoleic acid oxidation products are found in LDL and plasma of patients with 

atherosclerosis (45)  

A diet that is high in oleic acid or lower in linoleic acid decrease the LDL susceptibility to oxidation 

(46). 

A meta-analysis of randomized controlled trial found in human body that when saturated fat and trans 

fat is replaced by omega-6 fat, there is an increase in all-cause mortality, ischemic heart disease 

mortality and cardiovascular mortality. 

Linoleic acid is the most copious PUFAs in LDL and is extremely vulnerable to oxidation being one of 

the very first fatty acids to oxidize. Greater the linoleic acid products found within atherosclerotic 

plaques and Degree of oxidation determines the severity of atherosclerosis.(45) 

 
c) Omega-6/Omega-3 fatty acids ratio and Diabetes

Both the PUFAs are good fat for human nutrition therapy and are beneficial
for  a good lipid profiles in healthy persons and for the type 2 diabetic
patients, but should be consumed in a moderate amount. on increasing the
ratio of omega-6/omega-3 increased the amount of omega-6 fatty acids
which leads to decrease the insulin sensitivity in muscles and promote the
fat accumulation in adipose tissue. whereas the omega-3 PUFAs improve
several metabolic abnormalities which are responsible for diabetes mellitus.
it increase the production and secretion   of adipocytokines such as
adiponectin and leptin enzymes and improve the insulin sensitivity via anti-
inflammatory effect mediated directly(47-49).

The increase in the ratio of omega-6/omega-3 causes an increase in
the endocannabinoid signaling and related meadiators.  Endocannabinoids
are lipids, the concentration of which are regulated  by dietary intake of
PUFAs and by biosynthetic and catabolic enzyme’s activity .
Endocannabinoid is regulating the appetite and metabolism and on increasing
the concentration of omega-6 will increase the endocannabinoid signaling

Consumption of polyunsaturated fats in India: Balancing..
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which is actually responsible  for inflammation and weight gain.

Edible vegetable oil as a source of PUFAs (ALA and LA):

Vegetable oils are rich source of unsaturated fatty acids, PUFAs, vitamin E,
without any dietary cholesterol so they must be a part of healthy diet in
moderated amount.  They contain both good fats like omega-3 and omega-
6 fatty acid, in different composition. India is having a wide range of vegetable
oil crops grown in different climate zone. Some of the traditional cultivated
oilseed’s crops are mustard, groundnut, sesame, rapeseed, castor, sunflower
and coconut. Still India is a big importer of edible oil as larger amount of
palm oil, sunflower oil, soybean oil, rice bran oil, olive and cottonseed oils
are being consumed these days.

The growing population, economic growth, urbanization, changing food
habits and deeper penetration for the fried food  is driving  India’s vegetable
oil consumption, which is actually have the  higher  ratio of omega-6/omega-
3 than  required ratio for human body. Table 4 shows the percentage of
saturated, MUFAs and PUFAs in the different edible vegetable oils (50-55)
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Type of oil Saturated 

fatty acid 

Monosaturated fatty 

acid (ω-9) 

alpha-

linolenic 

acid (ALA) 

(18:3ω-3) 

Linoleic 

acid (LA; 

18:2 n-6) 

Total 

PUFAs 

Omega-6/omega-3  

ratio 

Mustard oil 8 70 12 10  5:6 

Sunflower oil  10.3 19.5 0.2 65.7 65.7 1:120 

soybean 15.6 22.6 7 51 57.7 1:10.6 

Ground nut oil 20.3 46.5 - 31.4 31.5 1:50 

Canola 

oil/rapeseed 

7.4 61.8 9.1 18.6 28.1 2:1 

Coconut 82.5 6 - - 1.7 - 

Palm oil 49 40 0.2 9.1 9.3 1:20 

Flaxseed 9.0 18.4 53 13 67.8 1:4.3 

Olive oil 13.8 71.3 o.7 9.8 10.5 12.8:1 

 From Table 4, it can be deduced that flaxseeds contain the highest percentage
of omega-3. Out of all oils consumed in  India, Canola oil, Mustard oil and
olive oil  are the healthiest options as they has low amount of saturated fatty
acid as well as an adequate ratio of omega-6/omega-3. Moreover omega-3
rich foods are flax, rape, chia, perilla, walnuts and also found in the chloroplasts
of green leafy vegetables. To maintain the balance of omega-6/omega-3 ratio
we should cut down omega-6 and boost omega-3 in our diet.

Consumption of polyunsaturated fats in India: Balancing..
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Conclusion

• Human beings evolved on diet that provide equal amount of omega-
3 and omega-6 fatty acids and human body have a certain omega-6/omega-
3 ratio, that should be balanced through diet.

• Due to the replacement of saturated fat by edible vegetable oils
which are rich in omega-6 PUFAs, increasing intake of omega-6 is disturbing
the balance of PUFAs ratio, that is associated with weight gain,
cardiovascular disease, type 2 Diabetes, and other inflammatory diseases.

• To maintain the PUFAs ratio balance, it is essential that every effort
is made to decrease the omega-6 and to increase the omega-3 in diet. This
can be done by changing the edible vegetable oils high in omega-6 like
sunflower oil, rice bran, soybean, cottonseed and palm oil to other oils high
in omega -3 such as flax seed, chia seed, rapeseed, walnut and high in
mono-saturated like olive oil.

• Vegetable oils contain both good fats but not in ratio that is actually
required for our body. So it should be consumed in moderate amounts. For
Indian population, mustard oil, canola oil, and olive oils are good options for
consumption as they have an adequate amount of saturated fat as well as
have good ratios of PUFAs. Meanwhile for a healthy amount of omega-3
PUFAs, one may increase fish intake 2-3 times per week and decrease the
meat intake.
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Abstract

Scientific exploration is both beneficial and problematic for the environment
and to human population. One of the consequences of industrial activities is
the generation of high volumes of waste, whose disposal can be problematic,
since it occupies large spaces, and when poorly managed can pose
environmental and health risks for the population. As an environment
remediation, the preparation of low-cost adsorbents from waste materials
has several advantages, mainly of economic and sustainable nature. The
production of activated carbon (AC) from agricultural by-products is a
research field that has gained increased interest in recent years because of
its potential for the disposal of agro-residues. ACs are carbons of highly
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microporous form with both high internal surface area and porosity, and
commercially the most common adsorbents used for the removal of organic
compounds from air and water streams. This paper deals with the production
of AC’s from corn cob (an industrial waste) and its utilization in the treatment
of laboratory waste water using batch process for the remediation of
Eriochrome Black T (EBT).

Keywords: Activated carbon, agricultural waste, macroporous, biochar,
industrial waste, EBT, spectrophotometer.

1. Introduction

Various industrial activities involved during the production of organic
molecules and dyes, pesticides, fertilizers, storage batteries, metal plating,
mining, research laboratories, smelting, tanneries, etc. can be considered as
major culprit for water pollution besides a potent threat to the environment.
United Nations organization (UNO) surveys validate the scarcity of pure
water and potential health hazards associated with it [1,2]. Here, we are
focusing mainly on the experiments performed in undergraduate research
laboratories as a large amount of organic dyes are disposing off in the
water sewage and is hazardous for the marine lives [3]. The small size,
stability and non-biodegradable characteristics of the pollutants render them
invulnerable to be removed from polluted water [4]. Numerous water
purification industrials are inclining towards cost effective exploitation of
agricultural waste for the water purification. They are encashing the
lignocellulosic and carbonaceous characteristics of these materials [5].

In quest of our study for the treatment of EBT contaminated laboratory
waste water an agricultural waste - corn cob was chosen which is obtained
as an agricultural byproduct from a popular cultivated cereal crop Maize.
The Corncobs have various potential uses such as thickening agent in cooking,
precursor in synthesis of biodegradable plastics, cosmetics, soaps, medicines,
less expensive adhesives, production of biodiesel, bioethanol and biogas to
accomplish the increasing demand for biofuels. CC is a lignocellulosic
material composed of cellulose, hemicellulose and lignin that are embedded
in a multilayered matrix which makes it prone to enzymatic degradation [6].
Corncobs on burning produces activated carbon (AC) which has been
exploited as bioadsorbant for EBT in the polluted water.
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2. MATERIALS AND METHODS

The corncobs residues were obtained from the fields of Uttar Pradesh
(India). All reagents used in the present study were of analytical grade and
the stock solutions (100 ppm) were prepared in de-ionized water. The corn
cobs residue were washed thoroughly and repeatedly to remove sand, dusty
particles and small stones followed by drying at 110°C in an oven overnight.
Washed and dried corn cobs were carbonized in a Metrex programmable
furnace at 900 C followed by activation. Subsequently, the product was
chemically activated using KOH 850 °C for ~3 h. The second step involved
physical activation of the char samples at 900°C using steam as the activation
agent [7,8] (Fig. 1). The chemical stability, high mechanical strength, and
macroporous structure of activated carbon make them effective adsorption
material for removing organic dye (EBT) from waste water [9].

Fig. 1: Corn cobs: (a) before carbonization (b) carbonization, (c)

activated Carbon

1. RESULTS AND DISCUSSION

The characterization of AC was done using FTIR spectra (Fig. 2a) and
UV-Vis Spectra (Fig. 2b). Fig. 2a show bands at 3600 cm-1, 2325 cm-1,
1590 cm-1, 1045–1090 cm-1 which depicts the presence of  –OH group,
aliphatic –CH stretching mode, C=C stretching vibration mode and C–O
stretching vibration mode of various functionalities, respectively. The labelling
of bands finds support from literature. Moreover, no impurities peaks were
observed and justify the formation of pure activated carbon. UV-Vis
absorption spectrum shows strong absorption band maxima at 217 nm. This
may be attributed to photo excitation of electrons from the valence band to
the conduction band [10].

Removal of EBT from Waste Water Using Activated Carbon..
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Fig. 2: a) FTIR spectra (b) UV-Vis Spectra of activated carbon

Treatment of waste water using batch process with AC: With
the aim of proving the merit of this protocol, activated carbon was taken in
100 mL beaker and then 20 mL stock solution of EBT was poured over it.
EBT gets adsorbed on the adsorbate i.e. AC (Fig. 3); as a result, pure
water was obtained.
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Fig. 3: Adsorption of EBT on activated carbon w.r.t. time

UV-Vis Spectrophotometric analysis: In order to validate this method
absorbance data of polluted water containing EBT (Fig. 4) was recorded
on Motras Scientific spectrophotometer. Fig. 4 showed that the absorbance
of contaminated solution was decreased upon addition of AC as a result of
decrease in the concentration of the EBT in the solution upon adsorption as
it entrapped on the mesoporous surfaces of AC.

Fig. 4: UV-Vis spectra showing adsorption of EBT upon AC

The decrease in concentration of EBT upon binding with AC was also
verified by the calibration curve (Fig. 5) which showed a linear relationship
between absorbance and concentration i.e. Absorbance  Concentration
(Lambert-Beer Law).

Removal of EBT from Waste Water Using Activated Carbon..



Fig. 5: Calibration curve showing variation of absorbance and

concentration

CONCLUSIONS

Corn cobs yields activated carbons having macroporous structure and larger
surface area. The activated carbon was efficiently used for the removal of
EBT from laboratory wastewater. Adsorption of the EBT with AC was
fastest within the first 15 min of adsorption and removed ~80% of dye from
the water samples. Moreover, agricultural waste corn cobs are readily
available, the investigations provides a cost effective resource of removing
metal ions from polluted water. Thus, scavenger on scavenger approach is
aptly justified from this work.
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Abstract

Increasing levels of air pollution in developing countries challenges the
sustainability of their economies. Particulate matters (PMs), specifically
ultrafine particulate matters loaded with neurotoxic metals have become
major drivers of neurocognitive disorders among citizens of developing
nations, but the exact mechanisms through which they drive such health
effects are still poorly understood. Unravelling PM-triggered metabolic
pathways causing neurological disorders would not only be important in
understanding the epidemiology of diseases but also assist in identifying key
metabolic checkpoints for early diagnosis and drug targets for the disorders.
This chapter analyses the link between air pollutants and the possible



metabolic and physiologic pathways triggering the impairment of
neurocognitive function. Besides revealing the putative cellular pathways
of neurocognitive disorders in air pollutant-exposed individuals, we also
identified the priority areas of research that will bridge the significant gap in
the current knowledge of pollution and neurocognitive health. Research
and policies on the priority areas of research would help the environmental
scientists and clinicians to develop better insights into underlying mechanisms
linking the pollutants and neurocognitive functions for better health
management.
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Introduction

Air pollution is considered as one of the biggest risk factors in terms of
years of potential and productive life lost due to premature mortality and
disability represented by disability-adjusted life years (DALYs) (Mannucci
& Franchini, 2017). According to the State of Global Air Report 2018, air
pollution has been ranked as the 5th highest factor contributing to early
deaths. Air pollution is a complex mixture of harmful gases and particles
including particulate matter (PM), nitrogen oxide species (NOx), sulphur
oxide species (SOx), carbon monoxide, ozone, hydrocarbons, volatile organic
compounds (VOCs), metals and other inorganic chemicals (Goldberg et al.,
2006; Kilian & Kitazawa, 2018). PM has been further divided into an ultrafine
fraction having a diameter less than 100 nm (PM

0.1
), fine fraction including

PM of diameter 2.5 microns or less (PM
2.5

) and a coarse fraction of PM
between 10 and 2.5 microns (PM

10
) (Jeon & Lee, 2016). The size of

pollutants is correlated with their potential for causing health problems (Kilian
& Kitazawa, 2018). The particle size of lesser than 10 microns in diameter
cause most serious health effects as they can get into the lungs and blood
stream. Therefore, widely used as an indicator to quantify ambient air pollution
(Lilian, 2002).
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Increasing pace of economic development is resulting in higher levels
of ambient air pollution and deteriorating public health (Mannucci & Franchini,
2017). Studies on the health impact of PM

2.5
 in the developing countries of

Asia showed that the smaller size and greater solubility of PM cause higher
toxicity through mechanisms of oxidative stress and inflammation (Goldberg
et al., 2006). Metals loaded PM have also been found to be associated with
oxidative stress and neuro-inflammation (Cicero et al., 2017). Toxic metals
are majorly reported to accumulate in the smallest particles (PM

2.5
 or less),

and such fraction can easily penetrate the epithelial barriers (Block &
Calderõn-Garcidueñas, 2009). These metals on contact with tissue/cells
inside the body undergo complex reactions and form compounds which are
lipophilic and thus can cross the blood-brain barrier easily (Banks, 2009).
Moreover, many metal ions are key cofactors in brain cell functions and
mechanisms; thus a slight change in their concentration leads to various
neurodegenerative disorders (Cicero et al., 2017).

Neurodegenerative disorder is a broad term for all the conditions
including dementia, Parkinson’s disease (PD), Alzheimer’s disease (AD),
Huntington’s disease (HD), and Amyotrophic lateral sclerosis (ALS)  that
affect neurons in the human brain and are one of the major socioeconomic
burdens of  the society (Elbaz, Dufouil, & Alpérovitch, 2007; Kilian &
Kitazawa, 2018). Many studies have shown the association between particle
pollution with serious health effects such as respiratory problems and
cardiovascular diseases. However, epidemiological studies linking air pollution
with central nervous system-related (CNS) and neurodegenerative disorders
are lacking in comparison with cardiovascular and respiratory diseases (Nash
& Fillit, 2006). Incidences of neurodegenerative disorders are increasing
within the population, and at times, their association with PM has been
reported (Bozyczko-Coyne & Williams, 2007). Therefore, it is noteworthy
to examine the neurotoxicity of airborne particles, the possible molecular
and cellular pathways through which they act as risk factors for various
neurodegenerative disorders. Besides this, the vulnerable groups are
identified and current research gaps and the future scope of this study has
been discussed.

Metal load on particulate and neurodegeneration

Air contaminants include particular airborne matter: suspended particulate
matter (SPM), ultrafine particular matter (UFPM), chemicals, metals, and
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many organic compounds. These toxic components differ in their
characteristics based on the compounds they form when they get inside the
body (Banks, 2009). Toxic pollutants associated with PM could be mixtures
of solids and liquids located on the surface or embedded inside the matter
(Karagulian et al., 2015). Toxic metals are mainly found embedded or located
in the ultrafine particulate matters (PM

2.5
) (Chen & Schwartz, 2009). Metals

generated by industrial emissions like Iron (Fe), Nickel (Ni), Vanadium (V),
Chromium (Cr), Copper (Cu), and Zinc (Zn) are well known to be associated
with particulate matter and play a significant role in generation of reactive
oxygen species (ROS) (Table 1) (Caito & Aschner, 2015; Cicero et al.,
2017; Geiger, Cooper, & Cooper, 2010). Epidemiological studies have shown
that particulate matter released from the industries or vehicular exhaust
cause oxidative stress and can easily penetrate the nasal or olfactory
epithelium thereby reaching the CNS  and inducing neurodegenerative
disorders (Karagulian et al., 2015; Rossignol & Frye, 2012). The vulnerability
of CNS to oxidative stress can be attributed to the high metabolic demands
of the brain and high energy usage. Particulate matter loaded with various
toxic metals cause neurodegenerative disorders like Parkinson’s disease,
Alzheimer disease, Huntington’s disease, Amyotrophic lateral sclerosis, and
transmissible spongiform encephalopathy (Table 1) (Caito & Aschner, 2015).
Thus, PM carrying metals and other toxic compounds are potent factors
affecting public health (Sharp et al. 2004).

Many neurotoxic metals such as Cd, Cr (VI), Pb, Mn, Hg, and V are
reported to be loaded in PM (Table 1). Arsenic (As) is released through
volcanic activity, erosion of rocks, forest fires, and human activities. Central
and peripheral nervous system disorders are common due to arsenic
inhalation and ingestion. Moreover, Alzheimer’s and Parkinson’s disease,
and Guillain-Barré syndrome are also associated with As-induced
neurotoxicity (Geiger et al., 2010). Cd used in metal-plating, and the plastics
industry causes irritability, cognitive deficit, Alzheimer’s and Parkinson’s
disease (Chen & Schwartz, 2009; Geiger et al., 2010). Inhalation of airborne
chromium from ferrochrome production, ore refining, chemical processing,
cement-producing plants, automobile brake lining, and catalytic converters
cause cognitive deficits (Geiger et al., 2010). Pb is commonly inhaled as a
result of the combustion of solid waste, coal, and oils, emissions from iron
and steel production and lead smelters. Children are more exposed to Pb
toxicity because of its direct transfer from hand to mouth upon contact with

Mechanistic Pathways of Neurodegenerative Diseases..
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paint products, toys, etc. Pb is also associated with slow nerve conduction
in adults, decline in intelligence quotient (IQ) level and neurodevelopmental
effects in children (D’Angiulli, 2018; Geiger et al., 2010; Lilian et al., 2014).
Another neurotoxic metal Mn is released from gasoline additive (Methyl
cyclopentadienyl manganese tricarbonyl), coke ovens and is a well-known
cause for manganism, which is an extra pyramidal neurological disorder
characterized by rigidity in action tremor. Bradykinesia and inhibition or
blockage of synaptic transmission are also associated with Mn neurotoxicity
(Block & Calderõn-Garcidueñas, 2009; Geiger et al., 2010). Hg commonly
used in thermometers, industrial processes, lubrication oils, and dental
amalgams causes negative effects on CNS such as tremors, slowed sensory
and motor nerve function, erethism (increased excitability), irritability,
excessive shyness, paraesthesia (a sensation of pricking on the skin), mental
retardation, and cerebral palsy (Geiger et al., 2010; Schikowski et al., 2015).
Other wide ranges of neurologic problems due to Hg exposure include ataxic
gait, clumsiness, muscle weakness, dysarthria, , and loss of neurons in the
granular layer of the cerebellum as well as the loss of granular cells in the
somatosensory, visual and auditory cortical areas (Caito & Aschner, 2015).
V, which is commonly released from rubber, ceramic, and plastic industries,
is widely associated with oxidative stress, cognitive decline, and reduced
IQ level.

Metals-induced neurodegeneration: Biochemical, molecular and

cellular pathways

The possible pathways triggering impairment at the molecular and cellular
level include insulin resistance, oxidative stress, tonic up-regulation of the
inflammatory markers, microglial activation which in turn leads to white
matter and grey matter damage, reduced apical dendritic spine density, and
branching in hippocampus (Fig. 1) (Block & Calderõn-Garcidueñas, 2009;
Schikowski et al., 2015). Experimental studies have shown that ambient air
pollution leads to tissue damage and oxidative stress. Metals like Ni and V
get accumulated at target brain regions showing maximum accumulation at
the olfactory mucosa followed by olfactory bulb and frontal cortex thereby
justifying that nasal olfactory pathway is a key portal of entry for air pollutants
especially PM

2.5 
(L. Block and Calderõn-Garcidueñas, 2009).

Biochemical pathway
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Epidemiological studies have shown that inhalation of PM
2.5

 causes insulin
resistance as a result of CNS injury, which can be either in the form of
metabolic dysfunction or oxidative stress (Fig. 2). Insulin stimulates
extracellular secretion of amyloid beta (Aâ) protein and inhibits its intracellular
accumulation. Therefore, impaired insulin signaling leads to the accumulation
of Aâ protein leading to the formation of plaques and negatively impacting
memory and learning (Monte, 2012; Wei, Chen, Li, & Sang, 2019). PM
exposure leads to upregulation of BACE expression and Aâ precursor protein,
thereby leading to a build-up of Aâ protein, which leads to neurocognitive
impairment (Monte, 2012). Also, predisposition of apolipoprotein epsilon-4
leads to accelerated amyloid â42 accumulation in neurons and blood vessels
thereby increasing the chances of neurophysiological damage (Elbaz et al.,
2007; Laskowitz, Horsburgh, & Roses, 1998; Schikowski et al., 2015).

Molecular pathway

Air pollutants particularly PM affect the brain either by directly reaching
the brain and getting adsorbed or with the help of circulating cytokines (a
type of inflammatory marker) like TNFá and IL-1â which are generated as
a result of systemic inflammation in the peripheral immune system (Figure
2) (Block & Calderõn-Garcidueñas, 2009; Rückerl et al., 2007). These
circulating cytokines are translocated either via epithelium or blood-brain
barrier to reach brain parenchyma (Rückerl et al., 2007; Sharp et al., 2004).
Another key portal for the entry of PM is nasal olfactory pathway wherein
the inhaled particles cause neurodegenerative disorders by reaching and
affecting trigeminal nerves, hippocampus and other parts of the brain which
are disproportionately laden with abundant receptors for inflammatory
markers (Block & Calderõn-Garcidueñas, 2009; Kilian & Kitazawa, 2018).

Cellular pathway

At the cellular level, various cell types are the mediators of air pollution
caused neurotoxicity (Fig. 2). One such noteworthy example of cells
mediating neurotoxicity is microglia (Rezaie, 2003). These are the innate
immune cells residing in the brain which become responsive to all types of
CNS injuries caused either by the components of air pollution directly or
through the inflammatory cytokines generated in response to systemic
inflammation (Rock et al., 2004; Rückerl et al., 2007). These microglia are
sensitive to oxidative stress to the extent that free radicals can easily escape

Mechanistic Pathways of Neurodegenerative Diseases..
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microglia and reach the CNS where they damage the neurons (Rezaie,
2003; Rock et al., 2004). Another such cells are astroglia, which provides
microglia-neuron contact, acts as a cushion to excess neurotransmitters,
and gets activated in response to CNS damage secreting excess inflammatory
cytokines (Sama et al., 2007). However, the exact mechanism responsible
for the activation of astroglia remains undiscovered (Block & Calderõn-
Garcidueñas, 2009; Campbell, 2004).

Above mentioned mechanisms synergistically lead to neuronal death
and damage to CNS. Since CNS is not known to regenerate as efficiently
as other systems, the neurocognitive impairment and decline become
gradually progressive with age. (Chen & Schwartz, 2009).

Vulnerable groups

Ambient air pollution affects people of all age groups but in a different way
when exposed over prolonged periods. Children and old age group are found
to be more susceptible than the others (State of Global Air, 2019). Since
children tend to play closer to the ground and spend more time outdoors,
they are more exposed to airborne contaminants (C.-G. Lilian et al., 2014).
As compared to adults, children have higher chances of experiencing early
brain disturbances with reported cases of oxidative stress and inhibitory
response when exposed to PM (D’Angiulli, 2018; C.-G. Lilian et al., 2014).
Moreover, children are comparatively more vulnerable to air pollution caused
stress as their immune system, and lungs are still in the developing phase
(Mannucci & Franchini, 2017).The dosage of airborne pollutants required
to damage the developing brain in the early stages of life is very low as
compared to the dosage, which is required to damage the adult brain. (C.-G.
Lilian et al., 2014)

Furthermore, the epithelial barriers of the children are not so well
developed, and exposure of PM leads to the breakdown of epithelial barriers,
particularly nasal and alveolar capillaries. This results in easy entry of PM
to the CNS through these two key portals (Geiger et al., 2010; C.-G. Lilian
et al., 2014). Thus, neurocognitive impairment at early stages could have
long-lasting implications including low IQ level, low academic performance,
and hampered economic progress mainly due to persistent exposure to
pollution (Chen & Schwartz, 2009; D’Angiulli, 2018; Guxens et al., 2018).
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Conclusions and future scope

Air pollution consisting of PM is a complex mixture of neurotoxic metals
and compounds which induce inflammatory responses; amyloid beta
accumulation, oxidative stress, and microglia-mediated inflammation, thereby,
causing neurotoxicity. Neurodegenerative disorders are, therefore, a result
of collaborative interaction of various physiological and metabolic
mechanisms wherein the children and people of the least developed countries
are at a higher risk. Correlating air pollution and neurocognitive health as a
causal factor for each other is well justified. The gaps in the knowledge still
exist in determining the exact risk of metals associated with
neurodegenerative disorders in the ambient air, characterization of the
mechanism of their entry into the human body and elimination of the same
from the brain. Also, questions like whether neurological effects are
synergistic or independent of respiratory and cardiovascular effects needed
to be answered. A better insight into the underlying mechanisms of
neurocognitive impairment caused by air pollution and precautionary
strategies to minimize the extent of pollution is required for better health
management among the emerging economies.
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Table 1: PM loaded neurotoxic metals, their source, concentrations

of concern, and neurological effects caused by them.

Metal Source of contamination 

Minimum concentration 

(µg/m
3
) showing neural 

toxicity 

As per U.S. national 

ambient air 

concentrations 

Neurological defect Reference 

   

As Metal smelters 
 

0.02 
 

Learning deficits, Guillain-
Barre similar syndrome with 
confusion, irritability, 
cognitive loss associated with 
Alzheimer's disease, 
Amyotrophic lateral sclerosis 

(Fortoul, 2015; 
Geiger et al., 
2010) 

Cd 

Fossil fuel burning, 
incineration of municipal 
waste  

0.008 
 

Irritability, depression, 
cognitive deficit, associated 
with Alzheimer's disease, 
Parkinson’s disease 

(Caito & Aschner, 
2015; Fortoul, 
2015; Geiger et 
al., 2010) 

Cr 

Refining, chemical, 
refractory processes, 
leather tanneries  

0.0016 
 

Cognitive deficit 
(Caito & Aschner, 
2015; Cicero et 
al., 2017; Geiger 
et al., 2010) 

Fe 

Metallurgy, leather 
tanning, mining of iron 
ores  

1.6 
 

Cognitive decline, 
degeneration of nervous 
system, ataxia, accumulation 
of α-synuclein (found in 
patients with Parkinson’s 
disease) 

(Geiger et al., 
2010) 

Pb 
Paints, leaded gasoline 
combustion 

 
0.04 

 

Cognitive decline, decline in 
IQ level, oxidative Stress 

(Geiger et al., 
2010; C. Lilian, 
2002) 

Mn 

Coke ovens, gasoline 
additive 
Methylcyclopentadienyl 
manganese tricarbonyl 
(MCMT) 

 
0.02 

 

Parkinson’s disease, 
manganism (extrapyramidal 
neurological disorder 
characterized by rigidity 
action tremor, bradykinesia, 
induces glial activation, block 
synaptic transmission) 

(Block & Calderõn-
Garcidueñas, 2009; 
Geiger et al., 2010) 

Hg 
Dental amalgam, old pints, 
laxatives 

 

0.014 

 

Atrophy of large myelinated 
motor axon 

(Caito & Aschner, 
2015; Geiger et 
al., 2010) 

V 
Rubber, plastic, ceramic 
industry 

 

0.065 

 

Parkinson’s disease, 
morphological and functional 
alterations in 
central nervous system (CNS),  
decrease in dendritic spine 
density 

(Geiger et al., 
2010) 

Cu 
Copper ore smelting, 
metallurgical processes 

 

0.29 

 

Alzeihmer’s disease, 
amyotrophic lateral sclerosis, 
Huntington’s disease, 
Parkinson’s disease, oxidative 

(Geiger et al., 
2010) 
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Figure 1: Synergistic pathways triggered by metal-loaded particulate matter
leading to neurodegeneration. This includes impaired insulin signaling leading
to insulin resistance, oxidative stress, tonic upregulation of the inflammatory
markers like cytokines and activation of microglia which are the resident
innate immune cells of the brain. These interrelated mechanisms, in turn,
lead to white matter and grey matter damage reduced apical spine density,
and dendritic branching in the hippocampus.

Figure 2: Overview of pathways leading to neurocognitive impairment:
Inhalation of PM

2.5
 leads to pulmonary inflammation, which results in tonic

upregulation of inflammatory markers, leading systemic inflammation in
heart, liver, and brain. These inflammatory markers translocate via BBB to
the brain where inhaled nanoparticles reach the hippocampus and cause
neuroinflammation by activating the microglia and then follow a toxic reactive
cycle of microglial activation and neuronal death known as microgliosis.
Components of air pollution may directly lead to the formation of ROS and
RNS, which leads to CNS damage. PM

2.5 
causes impaired insulin signaling

which results in phosphorylation of tau and formation of plaques. This effect
is enhanced by upregulation of BACE expression, which leads to formation
of beta-amyloid plaques, finally leading to the formation of neurofibrillary
tangles.

Mechanistic Pathways of Neurodegenerative Diseases..



Abbreviations: RNS, reactive nitrogen species; ROS, reactive oxygen
species; IL-6, interleukin 6; IL-1β, interleukin 1 beta; TN F-α, tumor necrosis
factor alpha; BBB, the blood-brain barrier.
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Abstract

Previous studies have demonstrated an association between various biotic
and abiotic habitat variables to richness and abundance of water birds.
Many of these studies fails understand that the species might be present
even if it is not detected in a habitat.  Occupancy modelling is now emerging
as an important tool for addressing such questions. This study focuses on
estimation of occupancy status of several wetland bird species over a stretch
of the river Yamuna in the year 2013 & 2018. Due to rapid urbanization we
have been losing our aesthetic wealth, and the major cause is pollution,
discharge of untreated water and encroachment along its stretch. Several
policies and strategies should be made on grass root level to decrease the
level of pollution in this river.
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Introduction:

According to the Central Pollution Control Board (CPCB) the water of
river Yamuna falls under category “E” which makes it suitable for using it
either for industrial activities i.e. for cooling or for recreations completely
ruling out the possibility of underwater life which supports other terrestrial
lifeforms. Pollution in this river has been well documented (Paliwal et al
2007) especially through its stretch from Delhi. In this study we tried to
document the dependence of birds on the river and Najafgarh Drain and
sampled the variety of wetland birds found in this region. The river Yamuna,
the largest tributary of the Holy River Ganga, has a length of 1,376 km and
cross over major cities of India including Delhi, Agra, Faridabad, and
Haryana. It originates from the Yamunotri Glacier of Uttar Kashi in
Uttaranchal) and has a catchment area of 3,66,223 km2. Although the river
is polluted almost throughout its journey in plains but maximum of pollution
occurs during its journey through Delhi region which contributes about 79%
of total pollution load (Upadhyay et. al 2011). The main sources of pollution
in NCT are:

1. Rapid migration in Delhi leading to increase in population and poor
sanitation practices;

2. Untreated wastewater from drains;

3. Untreated wastewater from industries;

4. Agricultural runoffs (undetected and untreated pesticide residues
leave a toxic mark all across the river)

5. Dead body dumping, solid waste dumping and animal washing.

6. Religious activity and immersion of idols.

Wetland ecosystems are part of our natural wealth. A recent assessment of
the monetary value of our natural ecosystems estimated them at US$ 33
trillion*. This reflects the many crucial functions of wetlands such as flood
Control, groundwater recharge, shoreline stabilization and protection from
storm, sediment and nutrient retention and export, climate change mitigation,
water purification, reservoirs of biodiversity, wetland products, recreation
and tourism, cultural value and many more. It is no accident that river valleys
and their floodplains have been the focus of human civilizations for over
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6,000 years – and that many other wetland systems have been equally
critical to the development and survival of human communities. Occupancy
modelling is a new approach that we have used to assess the Occupancy
status of different bird species in River Yamuna. We specifically aimed to
assess the importance of habitat quality with respect to birds for two  years
2013 and 2018 specifically in Delhi NCR.

Methods: Delhi - Capital city of India lies in the Semi-arid zone and
thus receives scanty rainfall. The present study was conducted along the
river Yamuna passing through Delhi in two widely separated sampling years
2013 and 2018. The surveys were conducted from January to April 2013
and January to March 2018.The field study protocol was designed using
software Google Pro to access the sites at least a kilometre apart. This
survey was done over using randomly placed point transect of 10 min on
the banks of the River and the bird species found within 30m radius from a
point of observation was noted down. Presence and absence data in the
form of 0 and 1 were collected respectively.

Program Presence ver. 5.0 is used to estimate the proportion of area occupied

(PAO) or estimate of occupancy probability (Ψ), by a particular species
according to the model presented by (Mackenzie et al 2002, 2003).

There are considerable chances that a species might go undetected,
even when present at the site. As a result, the naïve occupancy estimate of
PAO given by the formula,

PAO =   Sites where species are detected

                                         Total sites surveyed

will underestimate the true PAO.  Mackenzie et al. model enables the
estimation of probability of detecting the species by the means of multiple
surveying of site.

2.3.1 Mackenzie et al Model (2002):

Mackenzie et al proposes a model and likelihood-based method for estimating
the proportion of area occupied (PAO) or Occupancy estimate probability

(Ψ)  when detection probability are less than 1. The model is based on his

Distribution of wetland birds in River Yamuna: An..
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argument that, non-detection of a species at a site does not imply that the
species is absent unless the detection probability is 1. (Mackenzie et al

2002). This model is an extension of closed population Mark recapture

model, with an additional parameter (Ψ)  which represents the probability
of species present in the area. It can be used to estimate the presence of
those individuals which are never encountered at the site using the information
gathered from those individuals encountered at least once.

A model of likelihood can be delineated using a series of probabilistic
arguments similar to those used in Mark recapture modeling (Leberton et

al 1992). A species will be present at the site where it is detected even
once; and was either detected or not detected at each sampling occasions.
e.g, the likelihood for a site with history 1001, Where ‘1’ represents detection
and ‘0’ represents non-detection would be –

1001-  Ψi ×p1.(1-p2).(1-p3).p4 

Where, Ψi is Probability that a species is present at site i, p is the probability
that the species will be detected at site i, given presence.

However, if a species is not detected at a site, does not entail that
it is absent. For site A with detection history ‘0000’, the likelihood is
given by

0000-  Ψi ×(1-p1).(1-p2).(1-p3).(1-p4)+ (1-ψ) 

Where, (1-ψ)  = probability that the species was genuinely absent the site

When presence and detection probabilities are constant across the sampling
sites, the combined mode of likelihood is given by

Where, N is total number of surveyed sites, n is the number of distinct
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sampling occassions and n
t 
is the number of sites where species was detected

at time t.

Assuming independence of the sites (Mackenzie et al 2002), the product
of all terms constructed in this manner creates the model likelihood. Till
now, the presence and detection probabilities have been defined as site
specific.

Results: In both studies > 73 species of resident and migratory water
birds, were sighted in over 82 km stretch of riverine habitat. Banks of Yamuna
and its adjoining wetlands are one of the most important bird sites in Delhi.
Several waders such as Painted Stork, Wooly-necked Stork, Asian Open
bill, Grey Heron and Purple Heron can be seen in the vicinity of Yamuna,
which comes here for foraging. Flocks of Ducks and Goose which includes
Bar-headed Goose, Grey lag Goose, Ruddy Shelduck, Common Shelduck,
Spot-billed Duck are common sightings. Winter visitors like Black-winged
Stilt, Common Teal, Yellow wagtail, White wagtail, Citrine Wagtail, Northern
Shoveler, Wood Sandpiper, Spotted Sandpiper, Spotted Redshank and Black-
tailed Godwits are seen near the bank of Yamuna and nearby wetlands in
large numbers. Most of these winter visitors come from icy northern and
central Asia to the Indian subcontinent, to protect themselves from the cold
in their country of origin. Okhla Bird Sanctuary: Okhla Barrage, located at
the point where river Yamuna leaves the territory of Delhi and enters the
neighboring state of Uttar Pradesh, is one of the most ‘Important Bird Area’
on the river Yamuna (Urfi, 2003). Species occupancy related strongly to the
extent of preferred habitat. Occupancy of birds such as Black winged Stilt
(Himantopus himantopus), Little Grebe (Tachybaptus ruficollis) , Red
Wattled Lapwing (Vanellus indicus) , Common Moorhen (Gallinula

chloropus) has significantly decreased. However, there has been significant
increase in the occupancy of Ruff (Philomachus pugnax), Yellow Wagtail
(Motacilla flava ), Grey Heron (Ardea cinerea ). According to our
observation birds have become opportunistic in nature feeding on the solid
waste and debris on the banks.

Distribution of wetland birds in River Yamuna: An..
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Table 1 : The list of the birds sighted during the survey

Common Name Scientific Name IUCN Status 
Anatidae 
Knob-billed Duck Sarkidiornis melanotos  LC 
Gadwall  Anas strepera  LC 
Eurasian Wigeon Anas penelope  LC 
Indian Spot-billed Duck  Anas poecilorhyncha  LC 
Northern Shoveler Anas clypeata  LC 
Ferruginous Duck  Aythya nyroca  N. TH 
Tufted  Duck Aythya fuligula  LC 
Podicipedidae 
Little Grebe Tachybaptus ruficollis  LC 
Phoenicopteridae 
Greater Flamingo Phoenicopterus roseus  LC 
Ciconiidae 
Painted Stork Mycteria leucocephala  N. TH. 
 Woolly-necked Stork Ciconia episcopus  LC 
Threskiornithidae 
Glossy Ibis Plegadis falcinellus  LC 
Red-naped Ibis Pseudibis papillosa  LC 
Ardeidae 
Indian Pond Heron Ardeola grayii  LC 
Eastern Cattle Egret Bubulcus coromandu  LC 
Grey Heron Ardea cinerea  LC 
Purple Heron Ardea purpurea  LC 
Great Egret  Ardea alba  LC 
Intermediate Egret Egretta intermedia  LC 
Little  Egret Egretta garzetta  LC 
Phalacrocoracidae 
LittleCormorant Microcarbo niger  LC 
Indian Cormorant Phalacrocorax fuscicollis  LC 
Great Cormorant Phalacrocorax carbo  LC 
Anhingidae 
Oriental Darter Anhinga melanogaster  N. TH. 
Rallidae 
White-breasted Waterhen Amaurornis phoenicurus  LC 
Purple Swamphen Porphyrio porphyrio  LC 
Common Moorhen Gallinula chloropus  LC 
Eurasian Coot Fulica atra  LC 
Recurvirostridae 
Black-winged Stilt Himantopus himantopus  LC 
Charadriidae 
River Lapwing Vanellus duvaucelii  LC 
Yellow-wattled Lapwing Vanellus malabaricus  LC 
Red-wattled Lapwing Vanellus indicus  LC 
Jacanidae 
Bronze-winged Jacana Metopidius indicus  LC 
Scolopacidae     
Common Redshank Tringa totanus  LC 
Common Sandpiper Tringa glareola  LC 
Wood Sandpiper    LC 
Ruff Philomachus pugnax  LC 
Laridae 
Black-headedGull Chroicocephalus ridibundus  LC 
Brown-headed Gull Chroicocephalus brunnicephalus  LC 
Alcedinidae 
White-throated Kingfisher Halcyon smyrnensis  LC 
Hirundinidae 
Barn Swallow Hirundo rustica  LC 
Motacillidae 
Western Yellow Wagtail Motacilla flava  LC 
Citrine Wagtail Motacilla citreola  LC 
Grey Wagtail Motacilla cinerea  LC 
White Wagtail Motacilla alba  LC 
White-browed Wagtail Motacilla maderaspatensis  LC 
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Conclusions & Recommendations:

Birds are important indicator of the habitat quality. The poor water, vegetation
condition, landscape characterstic, human presence can affects the birds
adversely. It is therefore, important to know the water quality status for the
health of the birds. Aquatic birds are largely dependent on the aquatic fauna
and flora for foraging and rearing their nest. Phytoplanktons, macro-
invertebrates, amphibians and fishes are important constituents of their food.
Benthic flora and fauna are largely dependent on water quality.

Water quality is continuously going down in metropolitan cities, like
Delhi, due to inorganic and organic pollution. Inorganic pollution involves
metal contamination from industries while organic load is composed of solid
wastes. Metal contamination can lead to serious problems in birds, fishes,
amphibians, macro invertebrates and phyto-benthoes.

Distribution of wetland birds in River Yamuna: An..



Water acidification adversely affects freshwater ecosystems without
much acid neutralizing capacity. Cultural eutrophication and toxicity of
ammonia nitrate and nitrite can however affect many aquatic ecosystems.
In general, freshwater animals seem to be more sensitive to the toxicity of
inorganic nitrogenous compounds then seawater animals, with nitrate begin
less toxic than ammonia and nitrate in any case. Extensive kills of
invertebrates and fishes, particularly sensitive benthic species, are probably
the most dramatic manifestation of hypoxia (or anoxia) in eutrophic and
hypereutrophic aquatic ecosystems with low water turnover rates. The
decline in dissolved oxygen concentration can also promote the formation
of reduced c, such as hydrogen sulphide, resulting in higher adverse (toxic)
effects on aquatic animals.

Moreover occurrence of toxic algae can significantly contribute to the
extensive kills of aquatic animals (Camargo 2006). Aquatic eutrophication
also promotes pathogenic infection of ribeiroia in amphibians, birds, snails
etc. (Johnson et al. 2007).
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Abstract

Indian pharmaceutical industriesrank among the top 5 pharmaceutical
markets of the world with an estimated worth of over US $36.7 billion, act
as a major driver of Indian economy but environmental impacts of persistent
pharmaceuticals pose a challenge to sustainability. Diclofenac has been
one of the most prescribed non-steroidal anti-inflammatory drugs (NSAIDs)
with a market share of 27.8 % globally, which has emerged as a major
threat to biodiversity and human health. European Union has included
diclofenac in its watch list to test and monitor the harmful effects in
environmental compartments.Diclofenac has been reported in wastewater
treatment plants (WWTPs), aquatic organisms, cattle, soil, and groundwater,
however, its impact on local ecology and overall biodiversity is not yet fully
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understood.In WWTPs, diclofenac hydrolyzes or conjugates with sludge.
Pharmaceutically active compounds (PhACs) bioaccumulate in living
organisms and cause toxicity across the trophic levels. 4’-hydroxydiclofenac,
a major metabolite of diclofenac, inhibits prostaglandin synthesis, impair
foetus development (teratogenic) and shows acute toxicity. Diclofenac
damages kidney and liver in human, influence expression of multiple genes,
causes inflammation, and malformation of gills in fish. In fact, diclofenac
showed fatal effects on Asian vulture population.Many countrieslack specific
guidelines on the target-specific wastewater treatment of pharmaceutical
industry or environmental monitoring of pharmaceutical compounds or its
metabolites.There is a need for formulation of guidelines and strict
implementation of regulations in order to manage pharmaceutical waste.

Keywords: Diclofenac, Pharmaceutical pollution, Environmental health
and drugs, Vulture population decline, Pharmaceutically active compounds
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1. Introduction

Globally, Pharmaceutical industry values at US $1.14 trillion. India constitutes
3.1-3.6% of the global market with an estimated worth of over US $36.7
billion, thus acts as a major driver of the Indian economy. India has 546 US-
FDA approved company sites, highest outside USA (IBEF, 2019). Worldwide
consumption of active compounds amounts to 100,000 tons or more per
annum. Fifteen grams of pharmaceuticals are consumed by a person every
year, and this value is as high as 50g for developed countries (Alder et al.,
2006). A high amount of drugs remain unabsorbed during treatment and
excreted out by the body in the original form or transformed forms through
faeces and urine. Drug or its metabolic products released from human body
form pharmacologically active compounds (PhACs), which cause toxicity
in living organisms of aquatic and terrestrial organisms, even at low
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concentrations (Mohapatra et al., 2016). After entering into the aquatic
ecosystems, the PhACs move across the environmental compartments.
Pharmaceutical products are often called pseudo-persistent in nature. Unsafe
disposal of medicines at home or in hospitals, animal waste and leachate
from biomedical waste treatment, noncompliance of pharmaceuticals
producing industries with the standards prescribed by the government further
complicating the problem of increasing pharmaceutical waste in the
environment (Santos et al., 2013). Due to the burgeoning population, and
access to better healthcare across the countries, the total production and
consumption of pharmaceutical drugs and products are also increasing.
Medical advances and drug discovery have also contributed to the leaching
of drugs in the environment. Taken together, socio-economic and regulatory
factors governing the production, consumption and management of
pharmaceutical run-off have been driving the deteriorating environmental
health in developing nations (He, Wang, Liu, & Hu, 2017).

Majorly worrisome classes of drugs present in the wastewater treatment

plants and water bodies are antibiotics, analgesics/anti-inflammatories, β-
blockers/diuretics, antiepileptics, contraceptives, psycho-stimulants, steroids
and other related hormones. Antibiotics run-off results into the evolution of
multi-drug resistant bacteria, whereas steroids and oestrogen-based products
act as endocrine disruptors for living organisms in marine and terrestrial
ecosystems (Hernando, Mezcua, Fernández-Alba, & Barceló, 2006).
Endocrine disruptors serve as a major threat to biodiversity as they cause
feminization of male fish, alteration of DNA integrity, and affect immune
cell number and ability to breakdown pollutants (Li, 2014). Carbamazepine,
an antiepileptic drug, has teratogenic effects. Carbamazepine is degraded
into biologically active products and incomplete intermediates that have a
high risk of transport across a water-sediment compartment (Li et al., 2013).
Antibiotics and endocrine disrupting steroidal hormones are widely studied.
Non-steroidal anti-inflammatory drugs (NSAIDs) had silently spread into
the environment over the years, coming into light only between 2002-2006
when vulture populations from south-east Asia reached the verge of
extinction.

Due to increasing population (3.92 billion in 1973 to 7.63 billion in 2018)
and better medical healthcare, the market for NSAIDs has increased
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enormously (Global Burden of Disease Health Financing Collaborator
Network et al., 2019). With an annual increase of 4% between 1950 to
2016, NSAIDs comprises a major share of the pharmaceutical market.
Most popular NSAIDs are ibuprofen, diclofenac, aspirin, acetaminophen,
ketoprofen and naproxen (He et al., 2017). Till 2012, according to their daily
defined doses (DDDs), Diclofenac and mefenamic acid were the most
prescribed NSAIDs (Dhabali, Awang, Hamdan, & Zyoud, 2012). Currently,
Meloxicam is the most prescribed NSAID (Drug Stats) by medical
practitioners. However, due to the high cost of the other drugs, Diclofenac
remains the most widely used NSAID worldwide, especially for treating
veterinary cases, in the third world countries (Table 2). Its market share
(27.80 %) is more than the combined share of the next three sold drugs-
ibuprofen, mefenamic acid, and naproxen (McGettigan & Henry, 2013).
Diclofenac is used for treating pain in case of arthritis or acute injury to
reduce inflammation, as an analgesic, antipyretic as well as anti-uricosuric
(Lonappan, Brar, et al., 2016). It was discovered in 1973 by Ciba-Geigy, a
Switzerland-based pharmaceutical company, later taken over by Novartis.

Table 1: Global consumption of diclfenac

Location 
Annual consumption (in 

tonnes) 
Population (in 

millions) 
References 

Australia 4 
20.2 (Khan & Ongerth, 

2004) 

Germany 75 
81.3 (Ferrari, Paxéus, 

Giudice, Pollio, & 
Garric, 2003) 

England 26.13 49.2 (Acuña et al., 2015) 
France 16 61.0 (Ferrari et al., 2003) 
Austria 6.14 8.0 (Acuña et al., 2015) 
EU 179.8 72.7 (Ternes, 1998) 
Europe and Middle 
East 

660 
107.6 

(Acuña et al., 2015) 

Asia and Oceania 970 376.1 (Acuña et al., 2015) 

World (86 countries) 1443 ± 58 
>80% of world 
population 

(Acuña et al., 2015) 

World 2400 612 (Acuña et al., 2015) 
 

This review highlights the need for monitoring pharmaceuticals by taking
the case study of NSAID Diclofenac as it triggers undesirable physiological
and reproductive alterations among the targeted and non-targeted group of
living organisms. The review deals with the occurrence, ecotoxicity and
health impacts of Diclofenac in the first section and gives an account of
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analytical detection and treatment of diclofenac in the second section. This
review also highlights the need of formulating guidelines for the release and
treatment of pharmaceutical drugs in countries like India as the exact fate
and pathways of many drugs in the environment are still unknown, there is
an urgency to study these, practice cautious use and disposal practices.

1. Pharmacokinetics

Diclofenac binds to human serum proteins, primarily to albumin. It fuses
with synovial fluid to reach joints. Chemically, diclofenac is 2-(2,6-
dichloranilino)phenylacetic acid. Five diclofenac metabolites- 4’-hydroxy-,
5’-hydroxy-, 3’-hydroxy-, 4’,5-dihydroxy- and 3’-hydroxy-4’-methoxy-
diclofenac are known to occur in human plasma and urine (Figure 1).
Diclofenac is eliminated after metabolism through urinary and biliary
excretion. Approximately 65% of the dose is excreted through urine and
35% in the bile as conjugates of unchanged diclofenac plus metabolites
and15% parent compound is released outside the body (FDA, 2016). The
major metabolite of diclofenac- 4’-hydroxydiclofenac shows acute toxicity
same as the parent compound and 3’-hydroxydiclofenac inhibits
prostaglandin synthesis in the body, rest of the metabolites show nearly no
effects (EMEA, 2003). The active compounds present in the degraded
drugs are hydrolysed or conjugated with other compounds, which result in
the formation of transformation products, the action of which is even lesser
studied (Daughton, 2003). Pharmaceutical products often have polar and
non-volatile nature. Some drugs have acidic properties and high log K

ow 
due

to which they do not enter the atmospheric column, but rather dissolve
readily in water and other active compounds present in sludge (Table 2)
(Hernando et al., 2006). Inactive ingredients of diclofenac- hydroxypropyl
methylcellulose, iron oxide, lactose, magnesium stearate, methacrylic acid
copolymer, microcrystalline cellulose, polyethylene glycol, povidone,
propylene glycol, sodium hydroxide, sodium starch glycolate, talc, titanium
dioxide which enter environment upon usage or unsafe disposal also form
part of the problem (FDA, 2016).
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Fig 1: Diclofenac and its major metabolites prevalent in environment
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Table 2: Physcial, chemical and ecotoxicological properties of

diclofenac

Physical Property Value for diclofenac  References 

Molecular weight 
(g/mol) 

296.16 

(European Union, 2013; Lonappan, 
Brar, et al., 2016; Ternes, 1998) 
 

Water solubility at 25°C 
(mg/L) 

2.37 

Melting point (°C) 283-285 
Boiling point (°C) 412 
pKa 4.15 
Log Kow 4.51 
Henry’s law constant 
(atm-m3/mol) 

4.7 × 10-7 

Pharmacokineticalhuman 
excretion rate 

15% unchanged (parent), 
<1% as conjugates 

(Alder et al., 2006) 

Half-life (h) 3.3 (under sun) 
(Fatta-Kassinos, Vasquez, & 
Kümmerer, 2011) 

Human LOEC (mg/kg) 0.1  (EMEA, 2003) 
Environmentally safe 
value (µg/L) 

0.1  (European Union, 2013) 

LD50 value for vultures 
(mg/kg) 
 

0.1-0.2  
(G. Swan et al., 2006) 
 

Toxic range for vultures 
(ng/g) 

70-908 (Nambirajan et al., 2018) 

1. Ecotoxicity and occurrence in environment

Diclofenacis used widely for veterinary patients for pain, osteoarthritis and
while neutering. When cattle die, vultures feed on their dead body. This
exposure causes severe visceral gout, increase in uric acid, kidney damage
and finally death in vultures (Becker, 2016; He et al., 2017; McGettigan &
Henry, 2013; Oaks et al., 2004; V. Prakash et al., 2003; Vibhu Prakash,
1999; Vibhu Prakash et al., 2012; Sukkar, 2015; G. E. Swan et al., 2 006;
Taggart et al., 2007). The LD

50 
value for Gyps bengalensis is just 0.1-0.2

mg/kg (Table 2) (G. Swan et al., 2006). In aquatic organisms, diclofenac
causes histological changes in the liver, kidney, and gills of fish, effects
expression of multiple genes which are involved in the inflammatory response
(Cuklev et al., 2011). Diclofenac is potentially teratogenic which induces
edema, stunted growth and malformations of tail and notochord (Cardoso-
Vera et al., 2017). It also results in a decrease in the number of spawned
eggs (Yokota et al., 2016). It was added to EU watchlist in 2013 to test and
monitor the harmful effects caused by diclofenac in environmental
compartments (Barbosa, Moreira, Ribeiro, Pereira, & Silva, 2016). In Table
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4, a list of toxicity studies has been provided with various doses and exposure
effects of diclofenac on aquatic organisms and on terrestrial. Diclofenac
has been reported in many wastewater treatment plants, agricultural soil
and rivers at concentrations as high as 2 to 54 times higher than the EU
standards (Table 3) (Al-Rajab, Sabourin, Lapen, & Topp, 2010). EU has
suggested d”100 ng/L environmentally quality standard (EQS) for diclofenac
in inland water and 10 ng/L in coastal (European Union, 2013). India currently
has no guidelines on pharmaceutical compounds in wastewater. Though in
2006, manufacture and import of diclofenac was banned for veterinary
purposes after wide outcry over its effect on the vulture population
(Nambirajan et al., 2018). However, on prescription, the usage of the drug
continues.

Table 3: Different levels of diclofenac reported from different aquatic

bodies across the countries

Occurrence Concentration (ng/L) Reference 

Ground water (Mediterranean) 2 (Rabiet et al., 2006) 

River (Pakistan) 4900 (Scheurell et al., 2009) 

River (Spain) 260 (Lopez-Serna et al., 2012) 

Sea water (Brazil) 19.4 ( Pereira et al., 2016) 

STPs (France+Greece+Italy) 5450 (Ferrari et al., 2003) 

Tap water (Spain) 18 
(Carmona, Andreu, & Picó, 
2014) 

Well (Germany) 590 (Sacher et al., 2001) 

 Abbreviation- STPs- Sewage Treatment Plants
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Table 4: Ecotoxic potential of diclofenac demonstrated in model

organisms in laboratory and reported in living organism from

environment

Organism Type of risk involved/Exposure level Reference 

African catfish (Clarias gariepinus) 
 
 
 

Alters enzymatic and hematological profile in serum and gills at 1.57- 
6.28 mg/L concentration for 42 days 

(Ajima, 
Ogo, 
Audu, & 
Ugwoegbu, 
2015) 

Carp (Cirrhinus gariepinus) Increased concentrations of TSH, decreased conc. of T3 and T4 
(Saravanan 
et al., 
2014) 

Common carp (Cyprinus carpio) 
Oxidative stress and alters physicochemical and textural properties of 
muscle at 0.31 ± 0.01 µg/L 
 

(Morachis-
Valdez et 
al., 2015) 
 

 
Increased mortality, increased activity of glutathione S-transferase, and 
decreased activity of glutathione reductase at 3 mg/L, Decreased levels of 
thiobarbituric-acid-reactive substances at concentrations ≥0.03 mg/L 

(Stepanova 
et al., 
2013) 

Fathead minnow (Pimephales promelas) 
Accumulation in Plasma, Meddles withnephron development, modulated 
genes for kidney repair and regeneration at 0.2-25.0 µg/L for 21 days 
 

(Bickley et 
al., 2017) 
 

Hopliasmalabaricus, Juveniles Rhamdia, 

Rainbowtrouts 
Hematological changes, immunosuppressive changes 
 

(Ribas et 
al., 2016; 
Ghelfi et 
al., 2016, 
Cuklev et 
al., 2011) 
 

Nile tilapia (Oreochromis niloticus), Medaka 
(Oryziaslatipes) 

Affects sexual differentiation and gametogenesis (Potential Endocrine 
disruptor) 
 

(Groner et 
al., 2017, 
Yokota et 
al., 2015) 
 

Oriental white-backed vulture (Gyps bengalensis) 
Long-billed vulture (Gyps indicus) 
Slender billed vulture (Gyps tenuirostris) 
Eurasian Griffon vultures (Gyps fulvus) 
African white-backed vulture (G.africanus) 
Cape Griffon vulture (Gyps coprotheres) 

Visceral Gout, Increase in uric acid production, kidney damage and death 

(Naidoo & 
Swan, 
2009; 
Vibhu 
Prakash et 
al., 2012; 
G. Swan et 
al., 2006) 

Rainbow trout (Oncorhynchus mykiss) 
 

Kidney tubular necrosis and hyperplasia, fusion of intestinal villi at 1µg/L 
 
 

(Mehinto 
et al., 
2010) 
 
 
 

 
Renal lesions and alterations in gills at 5 µg/L  
 

(Schwaiger 
et al., 
2004) 
 

 
Effects on hepatic gene expression at 1-500 µg/L 
 

(Cuklev et 
al., 2011) 
 

Three-spined stickleback (Gasterosteus aculeatus) 
 

causes renal hematopoietic hyperplasia at 4.6 μg/L. 
(Näslund et 
al., 2017) 

Wild-caught three-spined sticklebacks (Gasterosteus 
aculeatus) 

LDH activity and transcription disturbed at 1µg/L for 14 days 
(Prokkola 
et al., 

Abbreviations- TSH- Thyroid stimulating hormone, T3- Tri-iodothyronine,
T4- Thyroxine, LDH- Lactate dehydrogenase
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4. Environmental fate and degradation routes

About 65% of diclofenac occurs as diclofenac metabolites in water
(Wiesenberg-Boettcher, Pfeilschifter, Schweizer, Sallmann, & Wenk, 1991).
There could be four possible routes of degradation for a drug in the
environment- Removal by sorption into the sediments, biotic degradation,
abiotic degradation by chemical or photochemical pathways and volatilization.
Diclofenac cannot undergo volatilization as it is polar and anionic at
environmentally-relevant pH of 7.6. Photo-transformation is the primary
transformation process for diclofenac in waterbodies (Tixier, Singer, Oellers,
& Müller, 2003). According to a study conducted by Buser et al., 1998,
90% of diclofenac was degraded by photolysis in its course from a river
(370 ng/L) to a lake (12 ng/L) in Switzerland. The photo-degradation products
of diclofenac are formed by cyclisation of diclofenac into carbazole
derivatives and decarboxylation-oxidation of the carbon backbone. 8-Chloro-
9H-carbazole-1yl-acetic acid, a primary photo-transformation products of
diclofenac, exerts at least six times more toxicity than the parent compound
(Agüera et al., 2005; Schmitt-Jansen, Bartels, Adler, & Altenburger, 2007;
Schulze et al., 2010). No sorption to sediments and minimal degradation by
biotic or chemical agents has been observed for diclofenac. Diclofenac is
known to form complexes with metals like Hg(II), Cu(II), Pb(II), and Sn(II)
due to the π-π interactions (Refat, Mohamed, Ibrahim, Killa, & Fetooh,
2014; Theodorou et al., 1999). The presence of active groups like amino,
hydroxyl, carbonyl, and carboxyl might also result in increased metabolites
generation (Lonappan, Brar, et al., 2016). Figure 2 shows a simplified view
of the flow of diclofenac into the environment.

5. Detection, monitoring and treatment

Pharmaceutical by-products form micro-pollutants which are usually present
at such low concentrations in the environment that these are below the
detection limit of the instrument. Usually Enzyme-linked immune sorbent
assay (ELISA) (Deng et al., 2003), High-performance liquid chromatography
(HPLC) (Dorado, Berecz, Cáceres, & LLerena, 2003),

Fig. 2: Environmental pathway and ecotoxic potential of diclfenacLiquid
chromatography-mass spectroscopy (LC-MS) (Lonappan, Pulicharla, et al.,
2016), Gas chromatography/mass spectroscopy (GC/MS) (Deng et al., 2003),
and spectrophotometric (Sastry, Mohana Rao, & Prasad, 1987) techniques
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are used for detection. Biosensing is also a viable solution to the problem of
detection at limits lower than the method quantification limit (MQL) of various
instruments. Smith et al., 2007 and Takakusagi et al., 2010mention the
possibility and potential of biosensors for detecting pharmaceuticals.
Nanotechnology has paved the way of increasing selectivity and sensitivity
of the device tremendously.

Fig. 2 : Environmental pathway and ecotoxic potential of diclfenac

PhACs can be effectively managed at the wastewater treatment step
of urban water recycling. By use of simple tertiary treatment processes,
more than 93% of diclofenac removal has been observed. Conventional
activated sludge gives satisfactory removal but once coupled with advanced
removal techniques like adsorption on activated carbon followed by ozonation,
UV treatment or chlorination, even better removal rates have been achieved.
Microbial batch reactors are still not able to show much removal potential,
bringing to attention the limited microbial degradation of diclofenac. Table 5
provides the removal efficiency of each technique for diclofenac.
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Table 5: Efficacy of diclofenac removal by sewage treatment plants

of different designs

Treatment Method Removal % References 

Activated carbon adsorption 
followed by ozonation 

≥ 93 
(Beltrán, Pocostales, Alvarez, & 
Oropesa, 2009) 

Activated sludge 45.6 
(A. M. P. T. Pereira, Silva, Meisel, 
Lino, & Pena, 2015) 

Activated sludge process MBR 25 
(Martín, Camacho-Muñoz, Santos, 
Aparicio, & Alonso, 2012) 

Conventional activated sludge 75 (Kimura, Hara, & Watanabe, 2005) 

Conventional activated sludge with 
chemical phosphorus removal 

22 
(Bendz, Paxéus, Ginn, & Loge, 
2005) 

Conventional activated sludge with 
chlorination 

70 
(Anumol, Vijayanandan, Park, 
Philip, & Snyder, 2016) 

Conventional activated sludge with 
UV 

81.4 (Behera, Kim, Oh, & Park, 2011) 

Conventional biological treatment 75 
(Lonappan, Pulicharla, et al., 2016; 
Samaras, Stasinakis, Mamais, 
Thomaidis, & Lekkas, 2013) 

Primary treatment  
(coagulation and floatation) 

40-70 (Carballa, Omil, & Lema, 2005) 

Submerged MBR 40 (Kimura et al., 2005) 

 Abbreviations- MBR- Membrane bioreactor

6. Conclusions and scope for future research

Increased purchasing power, coupled with improving health care facilities
drives the use of pharmaceuticals, especially NSAIDs like diclofenac by
human and animals. Increased demand has been well-supplemented by
increased production by the industries and globalisation. Though the exact
environmental pathway of NSAIDs drugs is poorly understood, the NSAIDs
cause severe health damages to non-targeted living organisms. On the other
hand, bioaccumulation, biodegradation, and biomagnification pose long-term
adverse effects across the trophic levels in ecosystems. Increasing
consumption of NSAIDs, the release of parent NSAIDs and its metabolites
from human body or wastewater treatment plants, and discard of unused
products from pharmaceutical industries serve as the primary sources for
NSAIDs in the environment. Local extinction of vultures demonstrates the
severe ecological impact of NSAIDs on non-targeted species. To formulate
guidelines on using NSAIDs, designing WWTPs for treating NSAIDs or its
metabolites rich wastewater or unused products, monitoring NSAIDs in
WWTPs and in the environment, we emphasize undertaking in-depth
research on environmental routes of the drug, and chemistry of degradation
products and its interactions with different environmental phases. Such studies
would also help in developing ecological-based bioremediation of NSAIDs
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for reducing the environmental load of NSAIDs and improving human and
animal health.
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Abstract

Groundwater scarcity and quality deterioration are one of the severe
problems in India. Apart from geo-genic processes, anthropogenic sources
also play a crucial role in influencing the natural composition of the
groundwater. The presence of toxic metals in subsurface acts as potential
pollutants that further cause unfavorable contamination levels are promoting
future ecological and health implications. The present study focused on
estimating the quality of groundwater about toxic metals pollution in Loni
block of Ghaziabad district (Uttar Pradesh). The groundwater samples,
fetched from shallow aquifers, were analyzed for the presence of toxic
metals such as cadmium (Cd), chromium (Cr), nickel (Ni), and lead (Pb).
The levels of the concerned metals were crossing the permissible limits of



drinking water standards (BIS) and found that water was unfit for drinking
purposes. For evaluation of pollution loads, the extent of toxic metals was
investigated by the application of relative weightage method called Heavy
metal Pollution Index (HPI). The results obtained to have mean HPI value
of 324.95 which was observed beyond the HPI critical value of 100. The
presence of highly toxic metals is a matter of great apprehension for
government authorities to take actions with immediate effects and through
regular monitoring in order to preserve the quality of groundwater resources
from further degradation.

Keywords: Groundwater contamination, Toxic metals, Heavy metal
Pollution Index, Loni block, Ghaziabad district

1. Introduction

Groundwater is a hidden freshwater resource which has been predominantly
utilized in domestic, industrial and irrigation practices. The excessive
consumption and over-exploitation due to increased water demands had
significantly degraded the groundwater quality. Groundwater contamination
can be categorized into natural or anthropogenic sources. The former includes
natural dissolutions primarily from weathering of rock-minerals and later
consists of non-point (diffuse) sources such as chemical fertilizers and
pesticides runoff from irrigation activities and point sources pollution
associated with urban and industrial sectors. Consequently, the land use
pattern of overlying surfaces majorly influences the groundwater quality by
releasing nutrients and toxic chemicals (Ouyang 2011). Moreover, the gradual
release of toxic compounds through untreated effluents from industrial units
and wastewater discharges from domestic sewage subsequently induces
pollution at the sub-surface levels.

Toxic elements are generally characterized by their ability to cause a
high level of toxicity even at trace concentrations (Marcovecchio et al.
2007; Zakhem et al. 2015). The poisonous effects of the toxic metals are
governed by their non-degrading and bio-accumulating properties that chiefly
target the functioning of human central nervous system and internal organs
(Lee et al. 2007; Lohani et al. 2008). Therefore, the effluence from toxic
metals generates possible ecological as well as human health implications
that are imperative to monitor. Metals like cadmium (Cd), chromium (Cr),
lead (Pb) and nickel (Ni) are some of the extremely toxic elements even at
trace amounts (Jain et al. 2010). These metals are commonly used as raw
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material in various manufacturing and processing industrial units (Kar et al.
2008). Similarly, generation of households’ wastes also discharges metals
to the environment. Therefore, the contamination studies of toxic metals
become essential to examine the pollution extent of the groundwater.

Heavy metal Pollution Index (HPI) is a useful mathematical technique
that investigates the general water quality status based on the concentrations
of heavy metal. The indexing of water quality assures a convenient way of
summarizing multifaceted water quality data and assesses water quality
ranking relative to the desirable limits of existing contaminants. This method
has been widely applied for estimating the levels of heavy metal pollution of
the groundwater resources (Mohan et al. 1996; Reza et al. 2011; Prasad et
al. 2014; Zakhem et al. 2015; Balakrishnan et al. 2016; Chaturvedi et al.
2018) as it transforms large water quality data into a single category
representing the overall suitability of drinking water quality. It also provides
insight into the extent to which water quality is affected by anthropogenic
activities. Therefore, it is a valuable tool that can be applied in environmental
monitoring programs to report the water quality scenario and to facilitate its
communication to both area managers and the general public.

2. Study area description

The present study was carried out in Loni block, one of the administrative
divisions of Ghaziabad district of Uttar Pradesh, India (Figure 1).
Geographically, the extent of the Loni city lies in the longitudes 77º5¹E to
77º42¹E and latitudes 28º50¹N and 28º55¹N, adjoining the National Capital
Territory (NCT) of Delhi. It is located on the old floodplain of river Yamuna
and Hindon basin. The river Yamuna with its tributary Hindon flows through
the Loni in southwards direction. The physiographical area consists of three
major regions; older alluvial plain, older floodplain, and an active floodplain.
Rainfall is due to south-west monsoon (CGWB 2009). The prime studied
locations for monitoring is surrounded by upcoming residential complexes,
numerous small & large scale industrial clusters within the block. Former
studies within the region have also highlighted that groundwater quality
deterioration is related to its dynamic land use pattern and industrial units
that have majorly added to the groundwater pollution (Singh et al. 2012;
Kumari et al. 2013).

Fig 1 Location map of the study area with sampling locations
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1. Methodology

3.1 Sampling collection

A total number of eight sampling locations in western parts of Ghaziabad
district in Loni block were identified (Fig 1). The groundwater sampling
was done in the vicinity of industrial (S1&S8), residential (S3, S5, S6, S7)
and agricultural (S2 & S4) types of land use. Samples were drawn from
India Mark II, and local hand pumps at depth ~40-60 ft. After flushing out
water for 10-15 minutes, samples were collected in pre-washed and acidified
(10% HNO

3 
of Analytical reagent grade) polyethylene bottle. pH below 2

was maintained of the samples with conc. HNO
3
 in order to avoid degradation

and further preservation of the toxic metals. All the samples were stored at
4ºC until analysis was performed.

3.2 Detection of toxic metals and analysis

The acid digestion of the samples was carried out with 10 ml. conc. HNO
3

(A. R. Grade) and filtered with Whatman no. 42 filter paper as outlined in
the standard method (APHA 2005). The determination of Cd, Cr, Ni, and

Appraisal of groundwater quality based on toxic metal..



212 Environment Health and Society

Pb was performed by using atomic absorption spectrophotometer (Agilent
280 FS AA). The procedure followed was kept consistent with standard
curves and blank readings for the respective metals and readings were
recorded in replicates to retain the accuracy of the results.

3.3 Heavy metal Pollution Index (HPI)

HPI is an effective rating method that was established to assess the inclusive
water quality and for appraisal of the pollution levels based on heavy metal.
HPI was developed as the mathematical expression formulated (Mohan et
al., 1996) as equation (1);
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Where; M
i
 is the monitored value of heavy metal of the ith element; S

i 
is the

permissible limit of the ith element; and I
i 
is the desirable limit of the ith

element, in ppm units. The critical HPI index value is considered 100.

2. Results and Discussion

4.1 Toxic metal pollution in compliance with drinking water standards

The descriptive statistics of the toxic metals concentration in the groundwater
samples is given in Table 1. Metals concentrations were compared with
Indian drinking water standards (BIS 2012).

Cd is naturally found in the earth’s crust. It is one of the commonly
used metals for steel as corrosion resistant plating, as a plastic stabilizing
component and widely used in batteries. Cd is released to the environment
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in wastewater. Moreover, non-point or diffused sources includes fertilizers
based contamination and local air pollution. On exposure, Cd simply gets
accumulated in the liver and kidneys (Kumari et al. 2013). The drinking
water pollution of Cd may also be caused by the impurities introduced by
the galvanized pipes and metal fittings. The value of Cd in the studied region
ranged from BDL-0.018 ppm with mean concentrations of 0.011ppm (Table
1). The groundwater samples of location S1, S2, S3, S4, S5, S6 were
exceeding the standard limit of 0.003 ppm (BIS 2012). The maximum
concentration of Cd was recorded at site S3 which is a densely populated
residential area and discharges from domestic sewage and wastewater
from the nearby households could be the reason for its extreme levels.

Cr is widely distributed in Earth’s crust and found in valence states.
Cr3+ element is an essential nutrient however; Cr6+ dosage leads to higher
toxicity as it is considered as a human carcinogen. The prominent
anthropogenic sources of Cr includes discharges from dyes and paints
pigments, wood preservatives and also used in the metal alloys (Zakhem et
al. 2015). The Cr levels varied from BDL-0.055ppm with an average value
of 0.021 ppm. In the studied region, only two samples S1 and S8 were
crossing the limit of 0.05 ppm (BIS 2012) and the levels of Cr were recorded
highest for these sites which are located in the proximity of the prominent
industrial clusters of Loni and Sahibabad areas.

Ni naturally arises as oxides or sulfides forms in the Earth’s crust. It is
majorly used in the manufacture of stainless steel and nickel alloys (Kumari
et al. 2013). The pollution sources also include nickel-based waste disposal
and its byproducts. The Ni levels ranged from 0.027-0.112 ppm, and all the
samples were found to exceed the limit of 0.02 ppm (BIS 2012). Apart from
the natural dissolution of Ni-bearing rocks, the gradual release of the Ni
from stainless steel hand pumps that are made up of non-resistant materials
and release from industrial nickel deposits in the ground might be the reason
for its increased concentration found in the groundwater. Similar results
were observed by one of the conducted studies in the industrial region of
Ghaziabad district (Kumari et al. 2013; Chabukdhara et al. 2017). Therefore,
groundwater is hazardous to consume for drinking purpose as the presence
of Ni also causes allergic contact dermatitis in human population and it is a
potential carcinogen (Chabukdhara et al. 2017).

Pb is one of the most toxic and carcinogenic elements found in nature
and principally used in the production of lead-acid storage batteries, solder
and alloys. Moreover, it is also released from smelting; exhaust fumes from

Appraisal of groundwater quality based on toxic metal..
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automobiles and leaching of Pb from corrosive action lead-based pipes
(Samantara et al. 2017). Prolonged exposure of Pb causes severe effects
like headache, abdominal ailments, nerve and kidney damage and promote
mental retardation in children (Chabukdhara et al. 2017). Pb ranged from
BDL-0.050 ppm with an average level of 0.017 ppm. The highest value
was 0.050 ppm found at site S1 which is nearest to the small iron-based
industrial and small stone crushing units. Groundwater sampling sites S1,
S2, S5, S7, and S8 crossed the permissible limit of 0.01 ppm (BIS 2012).
Majority of the sites in the residential areas and various Pb based connection
fittings from houses could be the reason for its occurrence.

Table 1 Descriptive statistics of toxic metals and HPI value of the

respective sites

Sampling 

Location 

Toxic Metals (ppm) 
HPI Value 

Cd Cr Ni Pb 

S1 0.015 0.054 0.112 0.050 490.38 
S2 0.016 0.002 0.097 0.015 431.33 
S3 0.018 0.016 0.101 BDL 448.78 
S4 0.014 BDL 0.086 BDL 351.76 
S5 0.014 BDL 0.084 0.020 390.50 
S6 0.014 BDL 0.082 BDL 349.78 
S7 BDL 0.044 0.027 0.020 56.64 
S8 BDL 0.055 0.033 0.030 80.36 
Min.-Max. *BDL-0.018 BDL-0.055 0.027-0.112 BDL-0.050 56.64-490.38 

Mean ± S.D. 0.011±0.01 0.021±0.03 0.078±0.03 0.017±0.02 324.95±165.4 

BIS (2012) 0.003 0.050 0.020 0.010 #100 

Samples above 
BIS (2012) limit 
(%) 

75% 25% 100% 62.5% 75% 

 *BDL: Below Detectable Limit; #HPI Critical value

4.2 Heavy metal pollution indexing approach

HPI value was calculated for the respective sites (Table 1) and deviation
from HPI mean value and percentage deviation (%) for each groundwater
samples is presented in Fig 2. It was used for estimating the overall
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groundwater quality based on the toxicity of the samples. From the
concentrations of toxic metals, the mean HPI value was 324.95 and observed
far above the HPI critical index value of 100 (Table 1). The computed HPI
value for the respective groundwater samples showed that sites S1, S2, S3,
S4, S5, S6 of the Loni block were beyond the HPI critical value of 100
(Table 1). Mostly, the corresponding sites were located in the proximity to
populated residential and industrial clusters. The presence of higher values
of all toxic metals found within the region might be associated with the
higher HPI values at the corresponding sites of the block. The positive HPI
deviation shows that there is increase within the value in comparison to the
mean HPI value.

Fig 2 HPI value with HPI deviation and HPI percentage deviation of the
respective sites

5. Conclusion and recommendation

The toxic metals such as Cd, Cr, Ni, and Pb were monitored and results
obtained show that majority of the samples were found exceeding as per
the suggested limits of the drinking water. The dominance of the toxic metals
is observed in the order of Ni > Cr > Pb > Cd. For inclusive groundwater
quality based upon toxic metals, the application of HPI method was estimated.
The mean HPI value was 324.95 calculated from the monitored concentration
of the toxic metals considered in the groundwater and relatively found beyond
the critical HPI index value of 100. This situation explains that groundwater
pollution concerning measured toxic metals is predominantly higher for the

Appraisal of groundwater quality based on toxic metal..



216 Environment Health and Society

selected sites in Loni block of Ghaziabad district. Proper conservation and
remediation plans need to be implemented for groundwater pollution.
Subsequent tracking of the areas must be of prior concern where high
levels of toxicity are persistent within the district. Proper legislation and
strict guidelines should be regulated in order to access safe drinking water
and to prevent further deterioration of the groundwater quality with respect
to toxicity.
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Abstract

Water quality index (WQI) is a technique that reduces a significant amount
of water quality data into a single numerical value. Further, integration of
geographical information system (GIS) with WQI can be used for effective
interpretation of spatial variation in groundwater quality status. The present
study was designed with a total of 22 sampling sites selected district-wise
with the purpose of obtaining representative samples from each district.
Samples were collected during post-monsoon seasons for the year 2013-
2015. To generate hydrochemical data for WQI, groundwater quality of
selected sites were analyzed using standard methods for 12 physico-chemical
parameters. The overall result indicated that all the districts of NCT of



Delhi exhibited “Poor” to “Unfit for drinking” groundwater quality. The
deteriorated quality could be attributed to the effect of precipitation in the
dissolution and downward movement of domestic, industrial and agricultural
contaminants into the groundwater. Finding of this investigation revealed
that the groundwater at various locations required some degree of treatment
before consumption and it also needs to be protected from the risk of the
prevailing contamination.

Keywords: Groundwater, Water quality index, GIS, Delhi.

Introduction

Groundwater is one of the essential elements of the environment which is
vital for sustaining life. The versatile use of this precious asset has its
importance but with its continuous withdrawal for ages, its availability may
reach the threshold level and its quality might get affected (Ghosh, 2014).
Further, unprecedented population growth, urbanization and industrialization
have resulted in its contamination (Singh et al. 2013). Therefore, it is
significant to control water pollution and monitor water quality (Simeonova
et al. 2003).

Water quality index is one of the most effective tools to monitor the
surface as well as sub-surface waterpollution and can be used proficiently
in the implementation of water quality management programmes (Alobaidy,
2010). The objective of a water quality index is to turn complicated water
quality data into simple information that is comprehensible and usable by
the public (Dhok et al., 2011). The first ever water quality index was devised
by Horton in 1960s as a tool to evaluate the water quality. Later on used by
several workers for the quality assessment of different water resources. In
this study Tiwaria and Mishra (Tiwari and Mishra, 1985). Water Quality
index was used. This index provide information on a rating scale from zero
to hundred. Higher value of index indicates excellent quality of water and
lower value shows poor water quality (Sasane and Patil, 2013). The objective
of the present work is to assess the suitability of ground water for human
consumption based on computed water quality index values for the capital
city Delhi.

Study Area

National Capital Territory (NCT) of Delhi occupies an area of 1483 km2
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which lies between 28º24’15" and 28º53’00" N latitudes and 76º50’24" and
77º20’30" E longitudes (Fig 1). Administratively, it is divided into nine districts.
This region is the part of Gangetic alluvial plain, and has an elevation ranging
from 198 to 220 m above mean sea level. The climate of the study area is
characterized by extreme summer season from March till June, the warm
monsoon period between July to September and cold winters from October
to February.

The average annual rainfall of territory is 612 mm. About three fourth
of the total annual rainfall is received during the monsoon months (July -
September) and the rest in the form of winter rain (CGWB, 2012; Kumar et
al. 2009). Geologically, the area is transected by a rocky quartzite ridge
which is a prolongation of the Aravalli Hills extending along the southern
border of Delhi and ending to the north on the west bank of the Yamuna
River (Srivastava and Ramnathan, 2008). The groundwater availability in
the territory is controlled by the hydrogeological situation attributed to the
different geological formation. Physiographically, the study area shows four
major distinct physiographic units that influence the groundwater occurrence
: (a) the Delhi ridge, (b) isolated and nearly closed Chattarpur alluvial basin,
(c) alluvial plains on the eastern and western sides of the ridge; and (d)
Yamuna floodplain deposits (Katyal, 2011; Tomer et al. 2016).
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Figure 1: The study area and location of groundwater samples

A total of 22 sites were selected district wise for the collection of ground
water samples across the study area. Study sites with their names and
station code are listed in Table 1.

Assessment of groundwater quality status by using Water...
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Site code Site name 

S1 Gokulpuri 

S2 CBD shahadra 

S3 Ghazipur crossing 

S4 Mayur vihar  
S5 Mangolpuri 

S6 Mayapuri 

S7 Vikaspuri 

S8 Nangloi 

S9 Burari 

S10 Kingsway camp 

S11 Bhalsawa lake 

S12 Bawana 

S13 Kanjhawala 

S14 Ashok vihar 

S15 Rohini 

S16 Ayanagar 

S17 Hauz khas 

S18 Shekhawati line 

S19 Dwarka  

S20 Najafgarh 

S21 Lodhi garden 

S22 Rajghat 

Material and Methods

Sample collection and analysis: District wise a total of 22 groundwater
samples were collected during post-monsoon seasons for the year 2013-
2015. The samples were analyzed for 12 physicochemical parameters. These
parameters includes pH, total dissolved solids (TDS), Total hardness (TH),
calcium, magnesium, total alkalinity (TA), chloride, fluoride, nitrate, sulphate,
sodium and iron by adopting standard methods of American Public Health
Association (APHA, 2012).

Water quality index: Water quality index is an effective tool which aims
at providing solitary numerical value for the large and comprehensive water
quality data to illustrate the water quality. It is calculated from the point of
view of human consumption. Water quality and its suitability for drinking
purpose can be examined by determining its quality index.  Bureau of Indian
Standards (BIS, 2012) for drinking have been considered for calculation of
WQI. In this study, index developed by Tiwari and Mishra (1985) was used.
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WQI was calculated by considering 12 physicochemical parameters through
the following steps:
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S
n
 is Indian drinking water Standard (BIS, 2012) value of the water quality

parameter. q is quality rating parameter, calculated using the formula.

q
n 
= (Vactual -Videal)/(Vstandard - Videal) ×100

where n is the number of water quality parameters, Vactual is the value of
the water quality parameter obtained from laboratory analysis, Videal is a
value obtained from the standard tables, Vstandard is standard given by the
BIS for the water quality (Table 2).

Assessment of groundwater quality status by using Water...
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Table 2: Unit weights of chemical parameters for calculating WQI

Chemical parameter BIS permissible limit, 2012 (Sn) 
 

Unit weight (Wn) 

pH 8.5 0.026 
TDS 500 0.000 
TH 200 0.001 
Calcium 75 0.003 
Magnesium 30 0.007 
Total alkalinity 200 0.001 
Chloride 250 0.001 
Fluoride 1 0.220 
Nitrate 45 0.005 
Sulphate 200 0.001 
Sodium 100 0.002 
Iron 0.3 0.732 
  Ʃwi=1.00 

Based on the WQI values, the water quality was rated as excellent, good,
poor, very poor and unfit for human consumption (Table 3 ). ArcGIS 10.2.3
software was used to generate spatial distribution map of water quality
index (WQI) of the study area.

Table 3. Water quality index rating and their categories for drinking

water

Water quality index Water quality 

0-25 Excellent 

26-50 Good 

51-75 Poor 

76-100 Very poor 

>100 Unfit for drinking 

Results and Discussion

The WQI values (Table 4) of different stations were compared with water
quality index rating chart (Table 3). WQI values in study area were found
to vary from 28.17 to 112.34 and therefore can be categorized into five
classes “excellent water” to “water, unfit for drinking” (UFD).



225

Table 4 : Location wise WQI values and water quality status

Site code WQI Water Quality 

S1 67.49 Poor 

S2 42.03 Good 

S3 33.44 Good 

S4 51.46 Good 

S5 51.73 Good 

S6 28.17 Excellent 

S7 80.33 Very Poor 

S8 96.21 Very Poor 

S9 40.03 Good 

S10 89.07 Very Poor 

S11 53.25 Poor 

S12 89.64 Very Poor 

S13 112.34 UFD 

S14 94.21 Very Poor 

S15 97.67 Very Poor 

S16 55.32 Poor 

S17 32.81 Good 

S18 45.91 Good 

S19 81.21 Very Poor 

S20 95.11 Very Poor 

S21 29.12 Good 

S22 101.68 UFD 

According to WQI result 4.54% groundwater samples showed ‘‘excellent
quality”, about 36.36% samples covered under  ‘‘good water’’ 13.64% of
the water samples were of the ‘‘poor’’ quality and 36.36 were of ‘‘very
poor’’ quality. About 9.09% of the water samples covered in the category
of ‘‘water, unfit for drinking’’. Integration of WQI values with spatial
interpolation technique can represent spatial distribution of water quality as
well as categorized the study area into different vulnerable zones. The spatial

Assessment of groundwater quality status by using Water...
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distribution map of water quality class was generated by using GIS and
spatial interpolation method (Figure 2).

Figure 4: Spatial distribution of water quality Index (WQI)

Worst i.e unfit for drinking water quality groundwater was reported in some
part of North-West particularly around Kanjhawala, Ashok Vihar and Rohini,
areas in vicinity of Nangloi in West, Najafgarh in South-West, Rajghat in
Central Delhi. “Very poor” quality was observed in major part of North-
West, South-West, North, Central and some part of West and North-East
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Delhi. “Poor” quality groundwater was found around Bhalaswa in North,
Mayur Vihar in East, major part of South Delhi particularly around Aya
Nagar. Whereas, the extent of “Excellent” to “Good” was restricted to
Mayur vihar in East, Lodhi Garden in New Delhi, Hauz Khas in South,
Shekhawati lines in South-West and Mayapuri region of West district of
Delhi.

The  “Poor” to “Worst” groundwater quality in post- monsoon season
could be attributed to the role of precipitation in the dissolution and downward
movement of domestic, industrial and more importantly agricultural
contaminants (Singh, 2012). Deteriorated groundwater quality, especially in
North, North-East, New Delhi and Central Delhi particularly at Rajghat,
could also be reasoned to pollutant transfer from the River Yamuna, Principal
surface water body of NCT of Delhi (Datta et al., 1997).

Conclusion

In the present investigation, an attempt was made to assess and to map the
groundwater quality of Delhi region using WQI. WQI was found to be a
very useful and an efficient tool to summarize and to report on the monitoring
data to the decision makers in order to understand the status of the
groundwater quality; and to have the opportunity for better use in future as
well. The overall result of the WQI revealed a higher WQI, indicating the
deteriorated water quality. Only nine locations had a satisfactory result with
a WQI below 50. The groundwater at thirteen locations required some
degree of treatment before consumption and it also required to be protected
from the risk of the prevailing contamination. This study also demonstrated
that the use of GIS and WQI methods could provide useful information for
water quality assessment.
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[Epistemology of Environment: with

reference to Vedanta philosophy]

Hkkjrh; n'kZu dh le> gS] ;Fkk fi.Ms rFkk czãk.Ms] vFkkZr~ tSlh lajpuk O;f"V
dh gS ogh lajpuk lef"V dh gS- ;gk¡ O;f"V vFkok tho vFkok ekuo O;fä dks
,d czãk.Mh; lajpuk ¼cosmic entity½ ds :i esa gh le>k x;k gS- osnkar
n'kZu ds vuqlkj vkRek vkSj czã esa rknkRE; gS- vkRek ls gh vkRek ;g jprh gS-
;gk¡ psru vkSj vpsru rÙoksa dh lkekukarj lÙkk ugha Lohdkj dh xbZ gS- czã ;k
vkRek ;k psruk dh mifLFkfr dks lkoZf=d Lohdkj dh xbZ gS ;fn eq>s ;k vkidks
fdlh Hkh fLFkfr ;k LFkku ij psruk dk vuqHko ugha gksrk gS rks gekjh le> dh
=qfV gS u fd psruk dk vHkko- rks ;g tks czãk.Mh; l`f"V dh lajpuk gS og psru
gS vFkok psrukfufeZr gS- vr,o ikfjfLFkfrd ifjorZu ls euq"; dh psruk esa vkSj
fQj mlds O;ogkj esa ifjorZu ifjyf{kr gksrk gS mlh rjg lcds dsUæ psruk gh
gS- ç—fr ds nksgu ds ihNs dh lcls cM+h le> ;g gS fd psruk vkSj Kkuoku euq";
mls vpsru rFkk vU; le>rk gS vkSj mlls vukReh; O;ogkj djrk gS- mls tc



;g cks/k gksxk fd ç—fr mldh vkRek dk] mlds Lo dk gh foLrkj gS rks og mlls
vkReh; O;ogkj djsxk mlds nksgu esa Øwjrk vkSj ijk;kiu dk O;ogkj ugha djsxk
çR;qr mldh O;Fkk dk vuqHko djsxk- vkSj okLrfodrk Hkh ;gh gS fd tSls ge vius
vax&çR;ax dh j{kk djrs gq, Lo;a dh j{kk djrs gSa oSls gh vkRek ls gh mRiUu gqbZ ç—
fr dh j{kk djrs gq, ge vius foLrkj dh j{kk djrs gSa-

i;kZoj.k 'kCn ftl vFkZ esa ç;qä gks jgk gS] og ,d u;k 'kCn gS- iqjkus dks'kksa
esa vkSj ;gka rd fd laL—r fganh dks'kksa esa Hkh ;g 'kCn miyC/k ugha gSA i;kZoj.k
'kCn dh mRifÙk] ifj&milxZ ds lkFk vkoj.k 'kCn dh lafèk ls gksrh gSA blds lkFk
gh vk³~iwoZd oj.k 'kCn dk ç;ksx Hkh laL—r 'kCnkFkZ&dkSLrqHk xzaFk esa gesa çkIr gksrk
gS] ftldk vFkZ gS] ^<duk] fNikuk] ?ksjuk] <Ddu] inkZ] ?ksjk] pkjnhokjh] oL=]
diM+k vkSj <ky ¼ogh] ì- 200½A blh xzaFk esa laL—r ds milxZ ̂ifj* dk vFkZ&loZrksHkko]
vPNh rjg] pkjksa vksj rFkk vkPNknu vkfn ds :i esa feyrk gS vkSj ̂vk³~* Hkh laL—
r dk ,d milxZ gS] ftldk vFkZ] ̂lehi] lEeq[k vkSj pkjksa vksj ls gksrk gS ¼ogh]
o`- 170½A oj.k 'kCn laL—r ds ^ò* /kkrq ls cuk gS] ftldk vFkZ] ^fNiuk] pquuk]
<duk] yisVuk] ?ksjuk] cpkuk vkfn gS ¼ogh] ì- 1056½A blh çdkj i;kZoj.k –
ifj+vkoj.k ls cus 'kCn dk vFkZ] ̂ pkjksa vksj ls <aduk] pkjksa vksj ls ?ksjuk ;k pkjksa
vksj dk ?ksjk* gksxkA vr,o oSKkfud dks'kdkjksa us bldk vFkZ] ^ikl iM+ksl dh
ifjfLFkfr;ka vkSj mudk çHkko* ds :i esa ekuk gSA M‚- j?kqohj us rduhdh 'kCn dks"k
fuekZ.k ds le; ̂bUok;jesaV* ¼Ýsap 'kCn½ ds fy, loZçFke ̂i;kZoj.k* 'kCn dk ç;ksx
fd;k gSA os gh blds çFke ̂'kCn ç;ksäk gS ¼dafçgsaflo bafXy'k&fganh fMD'kujh] M‚-
j?kqohj] ì- 589½A bUok;jesaV 'kCn Hkh cgqr çkphu ugha gSA teZu tho oSKkfud
vusZLV ghdy }kjk ^bd‚ykth* 'kCn dk ç;ksx lu~ 1869 esa fd;k x;k] tks xzhd
Hkk"kk ds vksbdksl ¼x`g ;k oklLFkku½ 'kCn ls m)̀r gSA ;gh 'kCn ikfjfLFkfrdh ds
vaxzsth i;kZ; ds :i esa bUok;jesaV 'kCn ls çpfyr gqvk gSA ¼i;kZoj.k rFkk çnw"k.k]
v#.k j?kqoa'kh] i`"B 41½A bUok;jesaV 'kCn dk ç;ksx] ,slh fØ;k tks ?ksjus ds Hkko
dks lwfpr djs] ds lanHkZ esa fd;k tkrk gSA fofHkUu dks'kksa esa blds fofHkUu vFkZ fn,
x, gSaA tSls&okrkoj.k] mikfèk] ifjlj] ifjfLFkfr] çHkko] çfros'k] ifjorZ] rFkk
ok;qeaMy] okrkoj.k vkSj ifjos'k] vM+ksl&iM+ksl] bnZ&fxnZ] vkl&ikl dh oLrq,a
,oa i;kZoj.k vkfnA

Hkkjr esa nk'kZfud fparu czãk.Mh; fpUrk ds :i esa fodflr gqvk gS- i;kZoj.k
dk fuekZ.k djus okys leLr rRoksa dh l`f"V fdl Øe esa vkSj fdl çdkj gqbZ vkSj
mlds dkjd rRo dkSu ls gSa] rHkh i;kZoj.k ds leLr jgL;ksa ls vkoj.k nwj fd;k
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tk ldrk gSA _Xosn [10-129] ds _f"k blh l`f"V laca/kh ç'uksa ls Vdjkrk gqvk
dgrs gSa]

uklnklhUuks lnklkÙknkuha uklhætks uksO;ksek ijks;RA

fdekojho% dqgdL; 'keZUuaHk% fdeklhn~ xguaxHkhje~ ƒ

vFkkZr ml le; vlr~ ugha FkkA lr~ Hkh ugha Fkk] jt ugha Fkk] vUrfj{k ugha
Fkk vkSj mlls ijs tks dqN gS og Hkh ugha Fkk] og vkoj.k djus okyk rÙo dgk¡
Fkk vkSj fdlds laj{k.k esa FkkA ml le; xgu vkSj xaHkhj D;k Fkk ----- \

;g fparu ;gk¡ Bgj ugha x;k] çR;qr bldk KkukRed fodkl fujUrj tkjh
jgk- blh çdkj czkã.k xzaFkksa ,oa mifu"knksa esa –rSfÙkjh; czkã.k ¼2] 8] 9] 6 rFkk 1]
1] 3] 1½] xksiFk czkã.k ¼1] 1] 1] 2½] lkefo/kku czkã.k 1/1½] tSfeuh;ksifu"kn~ czkã.k
¼7] 1] 1½] 'kriFk czkã.k ¼6] 1] 1] 13] 19] 2] 2] 3] 28½] tSfeuh; czkã.k ¼1] 68
rFkk 2] 146] ,srjs; czkã.k ¼5] 5] 7½] rk³~; czkã.k ¼4]1] 1½] rSfÙkjh; lafgrk ¼4]
1] 8] 3½] ,srjs;s mifu"kn~ ¼1] 1½] rSfÙkjh; mifu"kn~ ¼2] 7] 10½ vkfn esa Hkh l`f"V
çfØ;k dk o.kZu gS] tks osnksa dh fo"kn~ O;k[;k :i gSa vkSj mu vFkksaZ dk iwjd Hkh
gSA blh Øe esa nk'kZfudksa ,oa osnkar us Hkh mlh çdkj fparu fd;k gSA ikSjkf.kd
–f"V rFkk euq dk l`f"V fl)kar o vk;qosZn dk fparu Hkh oSfnd foKku dk leFkZu
djrk gqvk gh çrhr gksrk gSA ns[kk tk, rks l`f"V dh mRifÙk vkSj txr~ dk fodkl
gh i;kZoj.k çknqHkkZo gSA l`f"V dk tks ç;kstu gS ogh i;kZoj.k dk Hkh gSA thou
vkSj i;kZoj.k dk vU;ksU; laca/k gSA blhfy, vkfndky ls ekuo i;kZoj.k ds çfr
tkx:d jgk gS] rkfd ekuo nh?kkZ;q"o] lqLokLF;] thou&'kfä] i'kq] dhfrZ] /ku ,oa
foKku dks miyCèk gks ldsA ;gh dkeuk vFkoZosn dk _f"k] ̂ vk;q% çk.ka çtka i'kqa*
¼vFkoZosn] 19] 71] 1½ o ̂ 'kr tho 'kjnks* ---vFkoZosn] 3] 11] 4½ djrk gS vkSj _Xosn
esa _f"k] ^'krka thoarq 'kjn%---* ¼_Xosn 10/18/4½ rFkk ;tqosZn esa _f"k] ^'kfrfeUuq
'kjnks vafr---* ¼;tqosZn] 25/22½ rFkk og _f"k dk vk'khokZn ikrk gS fd gs euq";!
c<+rk gqvk rw lkS 'kjn _rq vkSj lkS clar rd thfor jgsA baæ ¼fo|qr½] vfXu]
lfork ¼lw;Z½] c̀gLifr ¼ladYi'kfä½ vkSj gou ¼;K½ rq>s lkS o"kZ rd vk;q"; çnku
djsa ¼vFkoZosn½A

oSfnd fpUrd bl ckr ls iwjh rjg vfHkK jgs fd i;kZoj.kh; rRoksa esa leUo;
gksuk gh lq[k 'kkafr dk vk/kkj gSA inkFkksaZ dk ikjLifjd leUo; gh 'kkafr gSA çk—
frd inkFkksaZ esa 'kkafr dh Hkkouk,a vusd LFkyksa ij gesa miyC/k gksrh gSaA tSls&ìFoh
gekjs fy, daVdjfgr vkSj mÙke clus ;ksX; gks ¼_Xosn] 7/35/3 rFkk ;tqosZn 36/
13½A gekjs n'kZu ds fy, varfj{k 'kkafrçn gks ¼_Xosn] 10/35/5½A og vkdk'k
ftlesa cgqr inkFkZ j[ks tkrs gSa] gekjs fy, lq[k djus okyk gks ¼_Xosn] 7/35/2½A
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lw;Z] vius foLrh.kZ rst ds lkFk gekjs fy, lq[k djus okyk gks ¼_Xosn] 10/35/
8½A lw;Z] gekjs fy, lq[kdkjh ris ¼;tqosZn] 36/10½] paæek ge yksxksa ds fy, lq[k:i
gks ¼_Xosn] 7/35/7½A unh] leqæ vkSj ty gekjs fy, lq[kçn gks ¼_Xosn] 7/35/
8½A ihus dk ty vkSj o"kkZ dk ty gekjs fy, dY;k.kdkjh gks ¼;tqosZn] 36/12½A
ty/kkjk,a rqEgkjs fy, ve`r oLrq,a cjlk,a ¼vFkoZosn] 8@6@5½A T;ksfreZ; vfXu
ge yksxksa ds fy, lq[k:i gks ¼_Xosn] 7/35/4½A vfXu nq%[knk;d jksxkfn dks vkSj
vuko`f"V vkfn nq%[kksa dk guu djrh gS ¼lkeosn ea=&4½A

blh çdkj vU; i;kZoj.kh; ?kVdksa ds fy, Hkh 'kqHksPNk,¡ O;ä dh xbZ gSaA tSls&
'kh?kz pyus okyh ok;q ge yksxksa ds fy, lc vksj ls lq[k:i gksdj cgs ¼_Xosn]
7/35/4½A iou gekjs fy, lq[kdkjh pys ¼;tqosZn] 36/10½A iwoZ vkfn pkjksa fn'kk,a
o fofn'kk,a gekjs fy, lq[k:i gksa ¼_Xosn] 7/35/8½A leLr fn'kk,a gesa fe=or
lq[k nsa ¼vFkoZosn] 19/15/16½A fo'ks"k nhfIr okyh m"ek,a gekjk dY;k.k djsa ¼_Xosn
7/35/10½A fnu vkSj jkf= gekjs fy, lq[kdkjh gks ¼;tqosZn 36/11½A ge fnu vkSj
jkr esa vHk; jgsa ¼vFkoZosn] 19/15/16½A es?k ge çtktuksa ds fy, 'kkafrçn gksa
¼_Xosn] 7/35/10½A fctyh vkSj xjt ds lkFk 'kCn djrs gq, itZU; ¼es?k½ nso dh
o"kkZ dY;k.kdkjh gks ¼;tqosZn] 36/10½ vkfn-

mu çkphu _f"k;ksa dh KkukRed laosnuk fparu ds Øe esa ;gk¡ rd igqaph fd
i`Foh i;kZoj.k dk vk/kkjHkwr vax gSA çk.kh ftl ij clrs gSa vkSj ftlds vk/kkj
ij thou ikrs gSa] og Hkwfe fu'p; gh oanuh; ,oa vfr'k; mi;ksxh gSA blhfy,
i`Foh dks ekrk dgdj ueu djus dk ladsr osnea=ksa esa gS ¼vFkoZosn] 12/1/23/2/5]
_Xosn] 10/18] 10/11;tqosZn 9/22] 13/18] 36/13 o vFkoZosn] 12/1/1&3] 12/1/
6] 10/12] 6/21/1½A ìFoh ds vR;f/kd egRo dk çfriknu vk/kqfud i;kZoj.kfonksa
us Hkh fd;k gSA Hkwfe ;k feêh lokZf/kd ewY;oku lalk/ku gSa] D;ksafd fo'o ds 71
çfr'kr [kk| inkFkZ feêh ls gh iSnk gksrs gSaA 2 çfr'kr Hkkx esa gh —f"k ;ksX; Hkwfe
gS] tks fuEu çdkj gS&

1- —f"k Hkwfe – HkweaMy dk 2 çfr'kr& 71 çfr'kr [kk| inkFkZA

2- ou Hkwfe& HkweaMy dk 8-8 çfr'kr& 10-4 çfr'kr [kk| inkFkZA

3- ?kkl eSnku& HkweaMy dk 7-2 çfr'kr& 12 çfr'kr [kk| inkFkZA

4- nyny o e#LFky&HkweaMy dk 10-4 çfr'kr& 3-3 çfr'kr [kk|
inkFkZA

5- leqæ& 71-8 çfr'kr& 3-3 çfr'kr [kk| inkFkZA
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bl çdkj ge ns[krs gSa fd Hkwfe ;k feêh ,d vfrlhfer fdarq ewY;oku lalk/
ku gSA [kk| inkFkksaZ dh leqfpr miyfC/k ds fy, bl lhfer lalk/ku dks çnw"k.k
ls cpkuk vkt dh vfuok;Z vko';drk gSA

_Xosn esa Hkwfe laj{k.k laca/kh fofHkUu fopkj miyC/k gSaA muesa _f"k }kjk fo}kuksa
dks lR; y{k.kksa ls ;qä Kku ls çdkf'kr ea=ksa ls Hkwfe dks /kkj.k djus dk funsZ'k
fn;k x;k gS ¼_Xosn] 1/67/3½A muesa jktk dks vkns'k fn;k x;k gS fd og /ku]
vkS"kf/k] ty vkfn dks /kkj.k djus okyh ìFoh dh lqj{kk djsa ¼_Xosn] 3/51/5 rFkk
3/55/22½A ;tqosZn esa ;g dkeuk djrs gq, lans'k fn;k x;k gS fd Hkwfe dks vius
nq"deksaZ ls u fcxkM+sa] mldks çnwf"kr djuk mlds çfr fgalk gSA Hkwfe dh fgalk ge
vkSj fgalk gekjh Hkwfe u djs ¼;tqosZn] 10/23½A vFkoZosn esa _f"k dgrs gSa fd lcdk
ikyu djus okyh Hkwfe dh mitkÅ 'kfä dks u"V u gksus nsaA gs Hkwfe] ge rsjh [kqnkbZ
djsa] og 'kh?kz Hkj tk,] ge rsjh fgalk u djsa ¼vFkoZosn] 12/1/34&35½A Hkwfelwä ds
_f"k çkFkZuk djrs gq, dgrs gSa fd ;K Hkwfe esa nsorkvksa ds fy, ge vay—r gO;
çnku djsaA mlh Hkwfe esa ej.k'khy euq"; Lo/kk vkSj vUu ls thou /kkj.k djrs gSaA
og Hkwfe gesa ò)koLFkk rd çk.kçn ok;q çnku djsA ìFoh dh xksn gekjs fy, fujksx
vkSj lc jksx ls jfgr gksA nh?kZdky rd tkxrs gq, ge vius thou dks bldh lsok
esa yxk,a ¼vFkoZosn] 12/1/22 rFkk 12/1/62½A

bl lanHkZ esa vFkoZosn dk Hkwfelwä æ"VO; gS ftldk _f"k gesa crkrk gS fd
fuokl ;ksX; rFkk fofHkUu dk;ksaZ esa ç;ksx gksus okyh Hkwfe dk laj{k.k djus ls og
lq[kn gksrh gSA gs Hkwfe] rqEgkjh igkfM+;ka] fgekPNkfnr ioZr] ou] iqf"V nsus okyh
Hkwjs jax dh feêh] —f"k&;ksX; dkyh feêh] mitkÅ yky jax dh feêh vusd :iksa
okyh] lcdk vkJ; LFkku] fLFkj Hkwfe ij vts;] vo/; vkSj v{kr jgdj ge fuokl
djsa ¼vFkoZosn] 12/1/11½A osnksa esa euq"; dks le`) cukus okyh moZjk Hkwfe ds fy,
—"kdksa ,oa oSKkfudksa dh çsj.kk nh xbZ gS fd os mldh moZjk&'kfä cuk, j[kus ds
fy, i;kZoj.k&çnwf"kr djus okys [kkn ds LFkku ij] xkscj&[kkn ç;qä [ksrh dks
gh mÙke Qyorh ekudj] e/kqj vUu mRiUu djus okys [kkn ds LFkku ij mUur djsaA
ckj&ckj cqvkbZ ls Hkwfe dh moZjk 'kfä u"V gksus dh vksj ladsr fd;k x;k gS fd
lc dqN nsus okyh ftl foLrr̀ ìFoh dh tkx:d] fofo/k O;ogkjksa esa dq'ky fo}ku
çtktu çeknjfgr gksdj j{kk djrs gSa] ml Hkwfe dks ge fç; e/kq fn;k djsa rFkk
ge mlds rst dks c<+k,a ¼vFkoZosn] 19/31/2 rFkk 12/17½A

l`f"V ds Øfed fodkl dh rÙoehekalk esa ge tkrs gS rks ikrs gSa fd vkRek ls
gh HkkSfrd inkFkksaZ dh l`f"V gqbZ gS- rSfÙkjh; mifu"kn~ esa Li"V dgk x;k gS] rLek}k
,rLeknkReu vkdk'k% laHkwr%A vkdk'kk}k;q%A
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ok;ksjfXu%A vXusjki%A vn~H;% ìfFkohA i`fFkO;k vks"k/k;%A vks"k/khH;ks·UuEA
vUukRiq#"k%A l ok ,"k iq#"kks·Uujle;%A [rSfÙkjh; mifu"kn~ ]

vFkkZr ml bl vkRek ls gh vkdk'k mRiUu gqvk] vkdk'k ls ok;q] ok;q ls vfXu]
vfXu ls ty] ty ls i`Foh] ìFoh ls vks"kf/k;k¡] vks"kf/k;ksa ls vUu vkSj vUu ls iq#"k
mRiUu gqvk- bl fy, ;g iq#"k vUu&jl&e; gS- ;gh v}Sr osnkUr ds iaphdj.k
fl)kar vk/kkj lzksr gS- iaphdj.k fl)kar ds vuqlkj ik¡pksa Hkwr – i`Foh] ty] rst]
ok;q vkSj vkdk'k – iaph—r gksrs gSa vFkkZr fdlh Hkh ,d rÙo esa vU; pkjksa rÙoksa
dk Hkh lekos'k vfuok;Z :i ls gksrk gS vkSj ;s lHkh psru vkRek ls gh laHko gq,
gksrs gSa vr,o buesa psruka'k Hkh gksrk gS- ;gk¡ HkkSfrd rÙo ;kuh i¥~pHkwr dh psru
vkRek ;k czã ls fujis{krk dks Lohdkj ugha fd;k x;k gS- D;ksafd ;fn psru vkSj
vpsru dks LorU= vkSj lkekukarj eku ysrs gSa rks nksuksa ds chp ds laca/kksa le>uk
vlaHko gks tk,xk- tSlk fd ;gk¡ crk;k x;k gS HkkSfrd rÙo psru rÙo dk foLrkj
gS- bu HkkSfrd rÙoksa dh mifLFkfr vkSj ;gk¡ rd fd mldh fØ;k'khyrk vFkok
xfr'khyrk psruk ij vk/kkfjr gS-

vUuk}S çtk% çtk;UrsA ;k% dk'p i`fFkoh¡ fJrk%A vFkks vUusuSo thofUrA
vFkSunfi ;UR;Urr%A vUu¡ fg Hkwrkuka T;s"BEA rLekr~ lokSZ"k/keqP;rsA loaZ oS
rs·UuekIuqofUrA ;s·Uua czãksiklrsA vUu¡ fg Hkwrkuka T;s"BEA rLekr~ lokSZ"k/keqP;rsA
vUukn~ Hkwrkfu tk;UrsA tkrkU;Uusu o/kZUrsA v|rs·fÙk p HkwrkfuA rLeknUua rnqP;r
bfrA rLek}k ,rLeknUujle;kRA vU;ks·Urj vkRek çk.ke;%A  ---- vU;ks·Urj vkRek
eukse;%A ----- vU;ks·Urj vkRek foKkue;%A ----- vU;ks·Urj vkRek··uUne;%A ¼rSfÙkjh;
mifu"kn~ „-„&‡½

;gk¡ psruk ds ikap Lrjksa dk çlax gS] vUue;] çk.ke;] eukse;] foKkue; vkSj
vkuUne;- vUu ls thoksa dh mRifÙk gksrh gS] vUu tks ìFoh ds vkJ; ls mRiUu
gksrh gS vkSj tho vUu ls gh thfor jgrk gS- ;g vUu çkf.k;ksa ls Hkh cM+k gS- bl
vUuczã dh mikluk gksuh pkfg,- vUu gh lcls cM+h vkS"kf/k gS- blfy, vUu czã
dh mikluk djsa- fQj çk.ke; czã] eukse; czã] foKkue; czã vkSj vkuUne; czã
dh Hkh ckr dh xbZ gS- rFkkfi thoksa ds thou ls lUnHkZ esa vk/kkjHkwr vUu gh gS tks
lk{kkr~ :i ls HkkSfrd rÙo ls tqM+k gS-
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Abstract

Rapid industrialization and globalization has a major environmental impact,
unfortunately degrading in most cases. Development today means material
prosperity and conspicuous consumption and measuring a country’s
performance on GDP even at the cost of environment degradation. High
standard of living implies more goods and services unmindful of their
implications for environment, climate and impact on biodiversity. Want based
conspicuous consumption does not produce happiness whereas the need
based consumption leads to development of all. The nature is being robbed
of its inherent capacity to regenerate and if we continue to tread on the path
set by modern civilization, we are sure to face calamities such as global
warming inducing climate change, pollution, cyclones, floods.; destruction
of the ecosystem, and undermining sustainable lifestyles There has been
increasing global recognition that unsustainable patterns of consumption
have extreme serious social and environmental impacts worldwide.



Promoting sustainable consumption and production have thus become
important aspects of sustainable development. Every single purchase
decision affects the environment, business, consumers and the workers
who manufacture the products. Therefore, what is required is a responsible
behaviour from all stakeholders in preserving the environment.
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Introduction

In the Indian society lifestyles have largely been regulated by long-standing
practices. Since ancient times Indians have believed in Aparigraha (non
possession), conservation of resources, and in need-based consumption,
not want-based. Economic reforms carried on since1991 have produced
remarkable results, making India one of the most exciting prospects among
the emerging markets. The Indian middle class has become wealthy and
there is a major shift in consumer behaviour. An Indian consumer who at
one point of time was saving for the rainy day is not hesitant in taking home
loans, car loans and does not shy away from spending on the life’s luxury.
Whereas the West which is already facing a consumerist society and the
governments and social organizations are educating business and the
consumers about ethical consumption, will the Indian consumer with its
new found wealth think about sustainable consumption?

In 1987 the United Nations’ World Commission on Environment and
Development often referred as the Brundtland Report brought the concept
of sustainable development to mainstream attention, and made it clear that
our pre-existing approach to economic development, our systems of
production, and our systems of consumption are unsustainable. Sustainable
Development means meeting our needs without jeopardizing the ability of
future generations to meet their needsi.  By 1992 around 70 different
definitions of sustainable development had been noted and the proliferation
of them continuedii.

Further the issue of sustainable consumption has been of growing interest
after the conclusion of the Earth Summit at Rio de Janeiro in 1992iii. This
Earth Summit Treaty signed by 143 nations provided international recognition
to sustainable consumption and production by adopting the Agenda 21 action
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plan. In that Summit sustainable consumption was fully supported and the
major causes of continued deterioration of environment were discussed.
Environmental disasters in Alaska, Bhopal and Chernobyl in the early 1990s
led to the growth of a consumer segment concerned with the preservation
of the environment. Green marketing, also known as ecological marketing
and environmental marketing is not a recent phenomenon but it became a
worldwide phenomenon during the ninetiesiv. Eco- foot printing seeks to
calculate the level of resources we consume as an individual, organizations,
cities, regions and nations and compares this with the resources nature can
provide and sustain in terms of land, water, energy and resources. The first
global foot print on humanity was published by WWF in 1998. It clearly
showed that human beings are exceeding the physical capacity of the planet
to support its numbers, activities and lifestylesv .

Fig 1.1 Ecological Footprint vs Global Biocapacity

In 2002, humanity’s demand on the biosphere, its global Ecological Footprint,
was 13.7 billion global hectares, or 2.2 global hectares per person. Thus in
2002, humanity’s Ecological Footprint exceeded global biocapacity by 0.4
global hectares per person, or 23 percent. This finding indicates that the
human economy is in ecological overshoot: the planet’s ecological stocks
are being depleted faster than nature can regenerate them. Thus we are
eroding the future supply of ecological resources and operating at the risk
of environmental collapse.
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In 1992 Rio Summit, 2001 Kyoto Summit, and now 2009 Copenhagen
summit have continued the dialogue, leading to international agreements,
and national laws.

In the past the focus was on Population Control, on Environmental
Degradation and Pollution.  Today and for the next few decades the
sustainable development debate will center on “Climate Change and carbon
accumulation” in the earth’s atmosphere. Energy use is at the heart of this
process.   And global corporations are at the center of this debate.  They
are now a major influence on the global carbon cycle.

United Nations has also framed Global Compact (UNGC) Programme based
on the world’s largest corporate citizenship initiative aiming for a more
sustainable and inclusive world economy. It is supported by over 4000
participants in over 100 countries. It includes many of the world’s most
influential companies, such as Coca Cola, Levi, Strauss, Nestlé, Microsoft
and many more. Companies from all over the world report their progress on
implementing the 10 Global Compact principles. United Nations Secretary-
General Kofi Annan first proposed the Global Compact in an address to the
World Economic Forum on 31 January 1999. The Global Compact’s
operational phase was launched at UN Headquarters in New York on 26
July 2000. The Secretary- General invited business leaders to join an
international initiative — the Global Compact — that would bring companies
together with UN agencies, labour and civil society to advance universal
social and environmental principles. Since then every year World forums to
study the impact on climate change and how to curtail it have been organised
by UN where countries have taken pledge to implement sustainability goals
in their own countries.

Environmental Impact

The IPAT equation i.e., population, affluence and technology describes how
these three factors are having a strong impact on global. Global Climate
Change is not just a research question, or a topic, or an area, it is a whole
“Science” with 80,000 scientists, journals and conferences, studying it  for
over 40 years.

The best scientific consensus is in the IPCC Reports, which offer a
comprehensive view of scientific findingsvi. The natural Carbon Cycle of
the earth is being changed by ANTHROPOGENIC or human activities.

Impact of Change in Climate and Environment on...
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Carbon is the most fundamental element on earth.  And earth’s
atmosphere and productivity rests on a balanced carbon cycle.

For 650,000 years Carbon has remained between 170 ppm and 280
ppm. Since the mid 1800s it has started rising, and expected to go on rising
a   Carbon accum is growing at 2.3 ppm per year.  Now it has reached 380-
400 ppm.  IPCC scenarios show them going to 970 ppm. Current wisdom is
that we need to bring Carbon accumulation to 350 ppm – which means to
1990 level.  We need not just slow the accumulations but actually REVERSE
them.

 Accumulated carbon traps heat in the earth’s atmosphere and causes
global temperatures to rise.

At 450 ppm all sorts of catastrophic things start happening – e.g. glaciers
melt, permafrost melts, ice shelves melt, sea levels rise, viruses travel across
temperature zones to create new diseases, agricultural productivity changes,
more severe weather.

If Carbon accumulations reach those levels - Sea Level Rise alone
would risk lives of 60 billion people, water shortages will affect 200 million
people, disease vectors spread will affect over 500 million people

So it is in our collective interest to address Climate crisis now, because
many of the changes are NOT EASILY REVERSIBLE.

For example, one of the implications of Global Climate Change for
India is the Ganges. Ganges is a sacred river.  Our cultural and religious
identity is tied to this river.  It is also a source of water and for 200 millions
of people. The Himalayan river ecosystems supplies water to over 500
million people in India and China.

There are many causes of glacier melt, deforestation, warming, pollution
particles etc, and the whole ecosystem is poorly understood.

Implications of the Study

In the modern context globalisation is a recent phenomenon, but as a concept
and philosophy, it is as old as the globe. In non-technical words globalisation
means sharing, caring, partnership, and togetherness. It rests on inter-
dependence, mutuality and friendliness. Historically speaking globalisation
is an  Indian concept. A hymn in Vedas defines it as ‘Vasudhaiv Kutumbkum’
meaning the whole world is one family. Swami Vivekananda’s Vedanta is
global in its content and core. The New World Order which he visualized
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was based on the concept of ‘Jiva is Shiva’, i.e. all human beings are equal
and that a happy amalgem of the best of East and West would make the
world a better place to live and contemplatevii.

In 2008, the WBCSD’sviii Future Leaders Team spoke with young
business professionals about sustainable consumption in India. These young
business people also represented young Indian consumers, mainly from the
middle and upper socio-economic groups. Following are some of the insights
regarding sustainable consumption – and its prospects – in India:

1. Consumption patterns: Indian household incomes are set to almost
triple over the next two decades.

2. Consumer awareness: Awareness and understanding of
sustainable consumption among consumers was low; the majority of Indian
consumers still buy small, unpackaged goods from low-cost, family-run shops.
Even to wealthier Indian consumers, sustainable consumption was felt to
imply only consuming less; the concept of consuming differently is “a
significant but missing factor”.

3. The role of brands: Middle and high income Indian consumers
are very brand conscious, so brand owners can play a major role, both in
changing their practices and in educating their consumers.

4. The role of business. Participants felt that sustainability and CSR
should be embedded into corporate strategies, including the responsible
investment of company assets

A first step towards Sustainable Consumption is to recognize that
consumption patterns will inevitably change in the future, if only by force
for environmental protection. Secondly, we must try to modify consumption
patterns and establish sustainable consumption as a norm. This will not only
bring in far more efficient use of materials and energy it would also seek to
improve the quality of life. Thus, it involves attaining a better balance between
work and leisure, as between income and consumption. Further, preventing
yesterday’s luxuries from becoming today’s necessities and tomorrow’s
relicts. In future certain core areas for sustainable consumption as mentioned
by European Environmental Impact of Products (EIPRO) Project are1:

1. Sustainable food and drink choices: consumers should reduce
their consumption of meat products as their impact in climate change, further
locally and seasonal products should be preferred, and greater composting
of biodegradable food waste.

Impact of Change in Climate and Environment on...
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2. Sustainable housing consumption choices: Emphasis on
purchasing homes using sustainable materials and choosing and creating
homes with high level of insulation and energy efficiency.

3. Sustainable Travel Behaviour: this may involve reducing the
amount of travel undertaken by doing work from home or teleconferencing
services. Car pool or finding alternative transport means such as cycling
wherever possible.

This would involve a movement by consumers towards ethical consumption,
role of business in sustainable marketing and initiatives by the government
and  society in promoting sustainable consumption.

Role of Consumers in Ethical Consumptionx

Consumers can play an important role towards sustainable consumption by
making purchasing decisions, lifestyle choices and peer-to-peer influencing.
Ethical consumption stresses the role of the consumer in preventing labour
exploitation, environmental degradation and adherence to basic labour and
human rights while buying products. When a consumer goes beyond the
brand name and label information and tries to find out about the business
which produces and sells the product, s/he walks in to the realm of ethical
issues in consumption. By consuming consciously and ethically consumers
can realistically create change. Before buying anything s/he should ask:
Who makes it? Who needs it? And who profits from it?

The effects of constantly buying things, while discarding older but often
functioning things, increasing demands on the world’s resources for this
consumption, managing more waste, exploiting other people to labour over
this, and so on. And all this while many still go hungry and poor because
their lands are being used to export food and other resources for producing
products to be consumed elsewhere. As a responsible consumer we should
consume products consciously.

Ethical consumption is a way to help us feel that we have power as
consumers that we can vote with our rupees. By using this consumer power
we can have impact on the larger economy and help create a world where
the economy benefits all people in more equal ways. Some suggestions
regarding ethical consumption are:

1.Consumption should be need based and we should not be swayed by
marketing-forces.
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2.Using products which are energy efficient and also reducing
consumption of fossil fuel.

3.Making a point to ask about the people who make the things we buy.

4.Considering the environment cost of producing the product. One should
avoid buying a product whose manufacturer is polluting rivers, land or air.

5.Thinking about how we would dispose of the product once we finish
with it.

6.Supporting fair trade by checking that the manufacturer pays a
remunerative price to farmers.

7.Reusing things and fixing things that are broken.

8.Not getting swayed by advertisements and sales promotion devices.

9.Investing money ethically into socially responsible corporations.

10. Boycotting companies that exploit workers, deceive or cheat
consumers, harm the environment or display any form of socially irresponsible
behaviour.

Radically restructuring the usage of the environment can be achieved by
discipline and selflessness. Instead of throwing something away, one should
take time to fix it or take it to a tradesperson to fix it. The cost may be
cheaper than buying a new one and we would be reducing waste.

Role of Business in Sustainable Marketing

Sustainable marketing accepts the limitations of marketing concept and is a
macro-marketing concept. It embraces the idea of sustainable development,
which requires a change in the behaviour of virtually everyone, including
both producers and consumers. Sustainable marketing emphasizes on triple
bottom line of ecological, social and economic issuesxi. Thus sustainable
marketing is defined as building and maintaining sustainable relationships
with customers,

the social environment and the natural environment. Moreover
sustainability marketing is related to Corporate Social Responsibility (CSR).
CSR is a concept where by companies integrate social and environmental
concerns in their business operations and their interaction with stakeholders
on a voluntary basisxii. Systematic approaches to integrating environmental
responsibilities include environmental systems such as, EMAS and ISO
14000 which are voluntary in nature. Many companies such as, Philips
through its energy efficient lighting, Henkel’s by introducing phosphate free

Impact of Change in Climate and Environment on...
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detergents, Adidas’s green footwear and apparel, Nokia’s energy efficient
products are some of the approaches adopted by companies towards
sustainable marketing.  A recent global consumer survey carried out by
Nokia showed that 44% of unused phones by people are simply kept at
home. Responding to the survey, Nokia established 5,000 collection points
for unwanted mobile devices in 85 countries, the largest voluntary scheme
in the mobile industry, and is developing a series of campaigns and activities
to give people more information on why, how and where to recycle their old
and unwanted devices, chargers and mobile accessories. Nokia estimated
that if all Nokia users unplugged their chargers when their phones were
fully charged, enough energy would be saved to power 100,000 average-
sized European homes. Marketing has a vital role to play in decoupling
material consumption from consumer value. It has the ability to facilitate
both innovation and choice influencing for sustainable consumption, because
it allows products and information to flow between producers and
consumers.

Role of Government and NGO’s in Sustainable Consumption: It
is important to promote sustainable consumption through environmental
education and public awareness campaigns sponsored by the Centre and
State governments and advocacy groups. In several areas, desirable limits
and standards for consumption need to be established and applied through
appropriate mechanisms including education, incentives and legislation.
Development decisions regarding technology and infrastructure are a major
determinant of consumption patterns.

It is therefore important to evaluate and make development decisions which
structurally lead to a more sustainable society.

Conclusion: Sustainable consumption is a universal challenge.
Businesses, governments, civil society and consumers all have the power to
affect change, sometimes in ways that are not traditionally perceived to be
their role. Consumers may feel a moral responsibility to live sustainably,
however they cannot do so without effective support from governments,
NGOs and the businesses with which they interact.   Businesses, governments
and civil society must be aligned with these values since they depend on the
spending and votes of individuals. There should be certain value shifts within
society to allow a more sustainable society and economy including:
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            From                                                    To

Egocentric (me first) Altruistic (Others First)

Conservative Open to change

Indulgent Frugal

Materialist Post-materialist

Techno centric (Technology knows best) Eco   centric
(nature knows best)

Anthropocentric (human centred) Bio centric

(all species matter)

In this context, the statement of Mahatma Gandhi becomes quite significant:
“The Earth has enough resources for meeting man’s need, but not

for its greed”. Therefore, sustainable consumption is both a challenge and
an opportunity.

Excerpts from my Valedictory Speech at Rajdhani College on 16th February
2019

1 World Commission on Environment and Development (WCED), 1988,
p.8.

2 Kirkby J. O’ Keefe and Timberlake, L The Earthscan Reader in Sustainable
Development, Earthscan , London 1995.

3 Clapp Jennifer and Peter Dauvergne Path to a Green World: The Political
Economy of the Global Environment (Academic Foundation, New Delhi, 2008)

4 Jain, Sanjay K. and Gurmeet Kaur, Review of Commerce Studies, Delhi
School of Economics, University of Delhi, Vol. 22 (Jan-June 2003).

5  WWF Our Living Planet, Geneva, 1998
6 IPCC 4th Assessment Report 2007, http://www.ipcc.ch/ipccreports/ar4-

wg1.htm
7  K. K. Khullar, “Globalisation and India”, Employment News, January 29

- 4 February, 2005.
8 WBCSD, Future Leaders Team Business Role Workstream – Dialogue on

Sustainable Consumption in India, 2008.

9 Tukker A Huppes, G Guinee J, et al (2005) Environmental Impact of
Products (EIPRO), European Commission joint Research Centre

10 Kapoor Sheetal, “Ethical Consumption”, Consumer Voice, March-April,
2004.

Impact of Change in Climate and Environment on...



11 Van Dam, Y. K. and Apeldoorn, P. A. C. “Sustainable Marketing”, Journal
of Macro Marketing, No. 15 (3) , 1995 pp. 55-56.

12 Commission of the European Communities (2002) CSR; A Business
Contribution to Sustainable Development, Brussels, Commission of the
European Communities, p.5.


